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ABSTRACT

The concept of uniform risk spectra‘of Anderson and Trifunac (1977)
has been generalized to include (1) more refined description of earthquake
source zones, (2) the uncertainties in estimating seismicity parameters
a and b in 1ogloN = a - bM, (3) to consider uncertainties in estimation
of maximum earthquake size in each source zone, and to (4) include the
most recent results on empirical scaling of strong motion amplitudes at
a site.

Examples of using to new NEQRISK program are presented and compared
with the corresponding case studies of Anderson and Trifunac (1977). The

organization of the computer program NEQRISK is also briefly described.






1. INTRODUCTION

Earthquakes are natural phenomena occurring in many parts of the
world and can adversely affect all societies. Even though the annual
Tosses due to earthquakes are smaller than those caused by other natural
disasters like wind and flood, it is the unforseable nature and destruc-
tive power of a major earthquake that commands serious attention. With
rapidly evolving modern technology the society's vulnerability to earth-
quakes will increase with time, as our activities become more dependent
on new sources of power, communication and complex technological systems.
Earthquakes can cause extensive loss of lives through collapses of buil-
dings, dams, bridges and other man-made structures. They are but one
hazard against which design provisions must be made. To this end con-
siderable emphasis on earthquake prediction research in the U.S. has been
initiated by seismologists in the 1970's. Up till now, the development
of earthquake prediction techniques is far from complete. However, we
note that even a successful prediction cannot eliminate the physical
damages of an earthquake. Even if the entire population were to be evac-
uated to safety and, in time, the destruction of the structures that
remain behind could still result in a major loss and a serious blow to
the region's economy. It is thus necessary to apply effectively the
knowledge of balanced earthquake resistant design through seismic risk
analyses, to minimize the collapse or destruction of structures, through
rational and economically balanced design codes.

Seismic risk analyses are capable of estimating the probability of
experiencing a given earthquake of given size during the expected 1ife
of a structure. It should be noted that designing an earthquake resistant

structure may add substantially to the cost of construction, and yet the



probability that any given structure will ever be adversely affected by a
major earthquake is typically Tow. Earthquake resistant design thus aims
at obtaining an optimum balance between the expected benefits and increased
costs of construction.

The objective of a seismic risk analysis is to describe the nature
and probability of possible future shaking. Methods for this evaluation
have been developed and used as a useful engineering and seismological
tool for over a decade now. As pointed our earlier, much work still
remains to be done before seismologists can predict, accurately the large
future earthquakes which will occur and cause strong shaking at a given
site. The same applies for providing a precise description of what the
shaking will be. The Tocations and characteristics of future earthquakes
affecting a region are, in general, still in many ways a "random process"
and their analysis can only be formulated on a probabilistic basis. In
any case, the problem involved is to derive, from available seismological
and geological information, the nature of the ground motion to be expec-
ted at the site during possible future strong-motion earthquakes. This
information is then used as the input for quantifying the seismic loads
required in the design of structures.

Early analytical methods to determine the seismic risk at a site
were discussed by Cornell (1968). The results are often presented in
terms of one ground motion parameter, such as peak acceleration, as a
measure of some characteristic of shaking, and the return period is fre-
quently calculated versus that parameter. Other ground motion parameters
like magnitude, some peak amplitude of ground shaking and Modified Mercalli
Intensity at the site have also been used (Milne and Davenport, 1969; Liu

and Fagel, 1972; Dalal, 1973; DeCapua and Liu, 1974; Douglas and Ryall,



1975; Algermissen and Perkins, 1976). In such studies, the detailed spec-
tral nature of ground motion is not considered. The probability that such
a spectral amplitude will be exceeded during future earthquakes does depend
on wave frequency (McGuire, 1974; Trifunac, 1977).

Implicit in most early analyses is the assumption that the total
energy released during an earthquake is released from the focal point of
the earthquake, and hence there are "point-source models." Der-Kiureghian
and Ang (1977) proposed a risk model based on the assumption that an
earthquake originates at the focus and propagates as an intermittent series
of fault ruptures or slips in the ruptured zone. The peak intensity of
ground shaking at a site is determined by the slip that is closest to the
site. Der-Kiureghian and Ang studied the level of risk independently for
maximum acceleration, velocity and displacemernt and discussed how a
response spectrum derived from the three peak values changes shape with
changes in the seismicity distribution and levels of risk.

Anderson and Trifunac (1977) generalized these methods to a functional
of shéking, S(w), which can represent any functional of strong ground
motion at frequency w (1ike Fourier amplitude, response spectral amplitude,
peak response amplitude of any particular instrument, or duration of
strong shaking). Their work also incorporated a more realistic model for
describing the seismicity and proposed two independent methods to obtain
uniform risk functionals: one assuming that the seismicity which is the
input to the model is treated as the mean of a Poisson sequence, and the
other one assuming it be taken Titerally.

The present effort is an extension of previous analyses on seismic
risk and represents the second generation of the results based on the

previous work of Anderson and Trifunac (1977). It incorporates into the



model the uncertainties involved in the characterization of seismicity. It
uses the new frequency-dependent attenuation function (Trifunac and Lee,
1985a), and the new method for scaling Fourier and response spectral

amplitudes (Trifunac and Lee, 1985b,c).

2. MODEL OF SEISMICITY

Following Anderson and Trifunac (1977), the seismicity here refers to
the description of where earthquakes occur, the frequency of their occur-
rence and sizes (magnitudes or intensities), and the determination of the
largest events expected to occur in any particular region or on any par-
ticular fault. The uncertainties involved in such description are also

considered.

2.1 Types of Faults

The spatial distribution of earthquakes in any region can be divided
into different source geometries according to their shape and pattern of
seismicity. For this purpose, five types of sources are considered:
point source, line source, areal source (diffused zone),dipping plane

source, and volume (diffused) source.

(a) Point Source
The point source is used to describe concentrated seismicity,
such as a geothermal area or a distant volcanic source, or in general

when the source is far from the site.

(b) Line Source
A Tine source is used to model regions where the recorded seismic
events lie fairly well along a line of shallow faults or when the faults

are at considerable distance from the site.



(c) Areal Source (diffused zone)
An areal source describes areas where the faults are too numerous,
randomly oriented and too small to describe individually, areas where
the faults are not well defined, and where earthquakes have not been asso-
ciated with faults.
These three types of sources all assume that the focal depth is small

or unimportant for analysis and is thus taken as zero.

(d) Dipping Plane Source
A dipping source models the seismicity near large faults on which
the activity is recorded over a depth range. The faults are modeled by planes
which can be vertical or dipping at an angle.
It is assumed, in general, that the focus of an earthquake is

equally 1ikely to occur anywhere on a given fault surface.

(e) Volume Source
This model of the seismicity is to be employed where the relative
depths of the earthquakes are important but cannot be constrained to a fault
surface. It allows for the modeling of faults on which the activity is
recorded over an area and within a certain depth. As pointed out by
Anderson and Trifunac (1977), the general formulation of this type of
source will become more important as more strong-motion data for

deep earthquakes become available.

2.2 Estimation of Seismicity
There are several ways in which seismicity may be estimated. Which-
ever method is used, the outcome of a seismic risk analysis will depend

critically on such description of seismicity surrounding the site. In



a large enough region, the occurrence rate of earthquakes is often well
known. But seismic risk analysis at a specific site is more sensitive to
seismic activities near the site, particularly within 25 to 50 km (Trifunac
and Anderson, 1977). For such small regions, "historical seismicity" based
on felt reports is often incomplete and may not represent the true seis-
micity of the region. In such cases, the knowledge of fault slip rates or
regional strain rates from plate tectonics theory may be used to estimate
"geo]ogica] seismicity." This helps to increase the reliability of the
description of seismicity in a region (Anderson, 1979a).

For any single source zone, let .#(e) be the estimated number of
earthquakes with size greater than or equal to e that is to be expected
in a specified time period. Here e is a general scalar variable describing
the size of the earthquake, such as magnitude, M, or maximum intensity
Imax’ for example. It can also be used as a vector variable when more
parameters are involved, like for example, magnitude, rupture 1ength,
seismic moment and stress drop.

For the case of scaling in terms of magnitude or maximum intensity,
the frequency of occurrence of different magnitudes (Richter, 1958) versus
magnitude, giving the probability of different earthquake sizes may be
used. This states that in a given period of time, the occurrence of an

earthquake in a source zone can be approximated by
1og]Ou¢(M) = a - bM (2.2.1)

where A#(M) is defined above and M could mean either magnitude or maximum
intensity, "a" and "b" are parameters to be estimated,often from past
seismicity. The earthquake size can be specified to be within a range

[Mmin’Mmax]' More precisely, (2.2.1) can be rewritten as



a - bM M. < M<M
min max
1og]0uW(M) = . (2.2.2)
0 Mmax <M
Here Mmin denotes the smallest magnitude of concern to engineering (like

3 or 3.5), and Mmax the upper bound magnitude which depends on each source
region.

The parameters "a" and "b" can be estimated by regression analysis of
the number and size of past earthquakes from the source zone in question.
Using the relationship between the seismic moment rate and relative slip
rate as given by Brune (1970), the parameter "a" can also be estimated
indirectly from the seismic moment rate (Anderson, 1979a) in the area.

For the purposes of this discussion the estimation of seismicity
thus involves the estimation of the parameters "a," "b" and ”Mmax'" It
requires the use of historical and geological data combined with subjec-
tive judgment. Uncertainties in this estimation thus should be included

in subsequent analysis. The parameters Mma and A#(M) will be treated as

X
random variables each described by an appropriate probability distribution

function.

2.3 The Source Elements

For each source zone, starting with .#(M), the estimated number of
earthquakes with size greater than or equal to M, within the time period of
(2.2.1) and a size Mj’ we define N(Mj) to be the estimated number of
earthquakes with sizes inside [Mj—de/Z, Mj+6Mj/2]. Then

N(»MJ.) = ./V(MJ.-GMJ./Z) - ./V(Mj+6MJ./2) . (2.3.1)



As in Anderson and Trifunac (1977), the earthquake size M will be descre-
tized. For scaling with magnitudes, one half of magnitude unit, will be
used for basic interval. Earthquakes of size Mj will thus mean earth-
quakes of size within [Mj—.25, Mj+.25]. For scaling with intensities,
the Modified Mercalli Intensities are already discretized. The discre-
tized values (Mj’ j =1 to J) will be used in subsequent analysis.

The total seismicity of a region will be modeled by a superposition
of different types of source Zones in the region. To evaluate the risk,
each of the zones will be divided into small source elements, and to each
of these source elements, say the i-th element, we will assign "ij’ the
estimated number of earthquakes of size Mj which occur in the i-th element
within the chosen time period.

n.. is derived from N(Mj) for different geometries of source zones,

iJ
as discussed in Section 2.1. The detailed manner in which the source
parameters are related to the shaking at the site will affect the way ”1j
is evaluated. One earlier approach is to consider only the epicentral
distance from the fault to the site. In this case then, nij will represent
the estimated number of earthquakes with epicenters in the i-th element.
Such approach has been proposed and used by Cornell (1968), for example.
Dalal (1973) and McGuire (1974) also used this form. For such approach,

nij is defined as follows:

(a) Point Source: If there are N(Mj) events of size Mj’ and the

point source is the i-th element, then nis = N(Mj).

(b) Line Source: If the i-th element has a length Li and is part

of a line source of Tength L, then nij = N(Mj)Li/L.



(c) Areal Source: If the i-th element has an area Ai’ and is part

of an areal source (diffused zone) of total area A, then nis = N(Mj)Ai/A.

(d) Dipping Surface: This case is analogous to that of an areal

source. If the i-th element has area 21, and is part of a dipping surface

of total area £, then nij = N(Mj)zi/x.

(e) Volume Source: If the i-th element has volume Vi’ and is part

of a volume source of total volume V, then nij = N(Mj)vi/v.

Alternatively, if one considers not the epicentral distance but the
distance to the closest point of rupture on the fault, for example, then
n1.j represents the estimated number of earthquakes which have their
closest point of rupture to the'site in the i-th element. In this approach,
both the magnitude and rupture 1éngth or area of the events are considered.
The assumptions that the rupture is unilateral and the direction of
rupture may be random is often used with this approach. Der-Kiureghian
and Ang (1975), Douglas and Ryall (1975), and Anderson and Trifunac (1977)
all used a similar approach. The following is a description of how nss

J
is derived for each source type:

(a) Point Source: The formulation of the point source model is

identical to that of the first approach.

(b) Line Source: The following formulation has been used by Anderson
and Trifunac (1977) in their computer program "EQRISK." The line source
of total Tength L is described by a set of straight lines, which are input
as a consecutive sequence of coordinates in terms of their latitudes and

Tongitudes. The program then represents the line source as a sequence of
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NL equally spaced points along the fault. The spacing SL = L/(NL-l)

between the points is small enough so that this is equivalent to discreti-
zing the 1ine source in terms of NL points. For an earthquake of size Mj
(magnitude of maximum intensity), it is assumed that the earthquake

ruptures the fault along a length Qj‘ Let zj = kjaL, so that the rupture
zone takes up kj segments of the discretized points. Then there are

NL - kj “allowable" points along the fault that have equal probability of
being the midpoint of a rupture zone. Each of these "allowable" points will
have N(MjV(NL—kj) "allowable" events of size Mj. For each of these points,
let the i-th discretized point (the i-th element) of the fault be the

point on the rupture zone closest to the site where the risk is to be cal-
culated. In this case the number N(Mj»KNL—kj) is attributgd to the i-th
element. The total number of events, nkj’ of the i-th element of size

Mj is built up in this way. Events with rupture length gj larger than the
fault length L will mean that only one of the discretized points on the
fault, namely the point closest to the site, will havevN(Mj) as the expected

numer of events of size Mj’

(c) Areal Source: Since an areal source describes surface areas

where the faults are too numerous or too small to describe individually
(diffused zone), or where the faults are not well defined, the program
"NEQRISK" (Anderson and Trifunac, 1977) simply divides the area into small
source elements and assumes the earthquakes to have equal probability of

occurrence in each source element, as in the first approach.

(d) Dipping Source: The formulation for a dipping plane source is

similar to that for a line source. First, the fault surface is divided

into NZ equal size square elements with areas 6 = Z/NZ, where % is the
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total area of the dipping source. The spacing 8Z is small enough so that
this is equivalent to discretizing the dipping surface in terms of NZ
points. For an earthquake of size Mj’ it is assumed that the earthquake
ruptures the fault along an area aj, Then an event with area aj must
rupture aj/éz adjacent fault elements. Let aj = kjéz, so that the rupture
zone takes up kj segments of the discretized points. The ruptured kj seg-
ments will then be approximately square for small events and rectangular
with the width equal to the width of the fault surface for larger events.
As in the case of a line source, there are Nz'kj "allowable" points

(or discretized areas) along the faultwhichhave equal probability of
being the focus of a rupture zone. Each of these "allowable" points will
have N(Mj)/(Nz'kj) "allowable" events of size Mj' For each of these points,
let the i-th discretized point (i-th element) of the surface be the point
on the rupture zone closest to the site. Then N(Mj)/kNZ—kj) events are
attributed to that element. The total number of events, nij’ of the i-th
element of size Mj is built up in this way. Note that the number of

"allowable" locations, Nz'kj’ depends on the size of the rupture area and

hence on the size of the events.

(e) Volume Source: As mentioned in Anderson and Trifunac (1977),

there were, and there still are at present, insufficient empirical results
to formulate methods of modifying the distribution of epicenters to account
for the finite dimensions of rupture in a source zone of this type. For
such source zone at sufficient distance from the site, the same character-

ization of volume source as that of the first approach is used here.
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3. ATTENUATION OF RISK FUNCTIONALS FROM THE SEISMIC SOURCES
3.1 Previous Work

An example of previous work on a description of the attenuation of
risk functionals from seismic sources used in seismic risk analysis is
found in Anderson and Trifunac (1977). The risk functionals that have
been used include Fourier spectral amplitudes, FS(T), pseudo relative
velocity spectral amplitudes, PSV(T), relative velocity spectral ampli-
tudes, SV(T) and absolute acceleration spectral amplitudes, SA(T). For
scaling of Fourier spectral amplitudes FS(T), using earthquake magnitude,
source to station distance and local geology (parameter s or h),either
the model of Trifunac (1976) br Trifunac and Lee (1978) have been used.

The first model is given by (Trifunac, 1976):

~
M+1og1OAO(R)wa(T)pg—b(T)Mmin—c(T)—d(T)s
» 2
-e(T)v-F(TIM_. -9(T)R, MM

| M+10g, A (R)-a(T)p,-b(T)M-c(T)-d(T)s
109, oFS(T) = < 1070 .

~e(T)v-F(T)M2-g(T)R, Mo MM
Mmax+]091OAo(T)'a(T)pz'b<T)Mmax'c(T)'d(T)S
—e(T)v-F(T)MZ. -g(T)R, M. <M (3.1.1)

max max

\
where T(=2ﬂ/wn) is the period, M is the local magnitude of the earthquake,

1og]OA0(R) is a description of the attenuation with epicentral distance R
as used by Richter (1958) to define the local magnitude, and Py is a
linear approximation for 0.1 < pg < 0.9, to the actual probability, Py
say, that the spectral amplitude, FS(T), will not be exceeded. s is a
site condition of the local geology, s = 0 for alluvial sites, 2 for sites
on hard basement (igneous) rocks and 1 is used for sites which are on
consolidated sediments or are difficult to classify because of confusing

geological environment. v is a component variable set to 0 for horizontal
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motion and f i ion. .
n and to 1 for vertical motion. The values for Mm1n and Mmax are

given by

=
1

i = - b(T)/2f(T), and

=
1

= (1=b(T)/2f(T) . (3.1.2)

The resulting spectral amplitudes grow linearly for M < M_. , quadratically

min

for M <M<M

3 1 9 > . . .
hin < hhax and stop increasing for M Mmax The coefficients

a(T), b(T),...,9(T) are empirical "constants" estimated by regression

analysis.
A more refined correlation function has been developed by Trifunac

and Lee (1978). For Myin <M <M, it is given by

Tog, oFS(T) = M+]09]0A0(R)-b(T)M—c(T)-d(T)h-e(T)V-f(T)MZ-Q(T)R :
(3.1.3)

Here h represents the depth of alluvium, and replaces parameter s. The
term a(T)p2 is dropped from this correlation, and the result is the mean
estimated value of FS(T), EE(T). With FS(T) representing the actual
Fourier amplitude spectra computed from recorded accelerograms, the resi-

duals, (T), were calculated, where
e(T) = 1og]OFS(T)-1og]OFS(T) (3.1.4)

describes the distribution of the observed FS(T) about the estimated FS(T).
It is assumed that e(T) can be described by a normal distribution function

with mean u(T) and standard deviation o(T) (Trifunac and Lee, 1978):
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2
[ exp [%-(55%%§1) Jdx

(3.1.5)

from which p,, the probability that Tog; [FS(T)]-Tog, [FS(T)] < &(T), can
be determined directly.

Equations (3.1.1) and (3.1.3) have complementary uses, since in some
cases, the depth of alluvium, h, is known, while in other cases, only the
surface geology parameter s is available.

The regression analyses for the above equations were carried out for
186 free-field records corresponding to a total of 558 components of data
from 57 earthquakes from 1933 through 1971. The same data base has been
used for regression analysis on relative velocity spectral amplitudes,
SV(T) (Trifunac and Anderson, 1978b), on pseudo relative velocity spectral
amplitudes, PSV(T) (Trifunac and Anderson, 1978a; Trifunac and Lee, 1979),
and absolute acceleration spectra amplitudes, SA(T) (Trifunac and Anderson,
1977).

The same scaling equations were used for SV(T), SA(T) and PSV(T) as
those of FS(T). In each case, the residuals, (T), were calculated, and
then described by an analytical assumed probability distribution function.
For PSV(T), for example, the distribution function derived from Rayleigh

distribution is used (Trifunac and Lee, 1979):

by = PlesT) = [1-exp(-exp(a(T)e(T)+a(1)))1MT) (3.1.6)

from which p_, the probability that log,,[PSV(T)-10g;,[PSV(T)] < &(T), the
difference between the calculated and estimated spectral amplitudes being

less than a specified residual value, can be determined directly.
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Scaling of Fourier spectral amplitudes in terms of Modified Mercalli
Intensity and Tocal geology parameter s can be found in Trifunac (1979),
or in Trifunac and Lee (1978) using the depth of alluvium at recording
sites, h. Similarly, scaling of pseudo relative response spectral ampli-
tudes in terms of Modified Mercalli Intensity and local geology are found
in Trifunac and Anderson (1978a) or Trifunac and Lee (1979). All these

scaling relationships have been used in seismic risk analyses.

3.2 The New Scaling Functions

Through the years new earthquake acceleration data have been recorded,
digitized and added to the original database. The list of 57 earthquakes
has now grown to 104, most of which occurred in the regions of northern
and southern California. The original 1ist of 186 free-field records has
now grown to 438. With 3 components available for each record, this
amounts to a total of 1314 acceleration components, of which there are 876
horizontal and 438 vertical components.

With this new database, Trifunac and Lee (1985a) have developed a new
frequency dependent attenuation function, Ztt(A,M,T), to replace the
Richter's attenuation function, 1og]0A0(R), used previously. It takes

the form

Att(A,M,T) = vdb(T)1og]0A , (3.2.1)

where ddb(T) is an ampirically determined parabolic function of period T,

and A is given by

2 2 .2
A=sS(en R EH £S5y (3.2.2)
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A can be thought of as a "representative distance" from the earthquake
source of size S, at depth H and at distance R from the recording site.
So is the coherence radius of the source. The definition of A used has
been proposed by Gusev (1983) in his descriptive statistical model of
earthquake source radiation for the description of short-period strong
ground motion. Detailed description and calculation for this new atten-
uation function are given in Trifunac and Lee (1985a).

With the new attenuation function defined, the regression equation

of Fourier amplitudes now takes the form (Trifunac and Lee, 1985b):

1og]OFS(T) = o (A,M,T) +

r

2

M+ Cl(T)M in ¥ C min’ — min

o+ Co(T)s + Co(Thv + €, (T) + C(TIM

3 4 5

+ ﬁ M+ C{TIM + Cy(T)s + c3(T)v +C,y(T) + C5(T)M2, M. <M<M

max

2
LMmax + C1(T)Mmax + CZ(T)s + C3(T)v + C4(T) + C5(T)Mmax, M <M

(3.2.1)

with all the parameters defined as before. Again, Mmin and Mmax are given

by

it

Moin —C1(T)/2C5(T), and

M ax —(]+C](T))/2C5(T) . (3.2.2)

C](T),...,CB(T) are "coefficients" determined by regression analyses on the
new database of 1314 components of Fourier amplitude data FS(T) at 91 dis-
crete periods T ranging from 0.04 to 15.0 sec. The same regression analysis
has been also carried out with the site condition s replaced by the depth of

alluvium h. The residuals e(T) were again calculated as in the previous
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analyses (equation (3.1.4)) and it was assumed that €(T) can be described
by a normal distribution function with mean u(T) and standard deviation
o(T) (equation (3.1.5)).

The same scaling equations in terms of the frequency dependent atten-
uation functions #tt(A,M,T) were also developed for PSV(T) (Trifunac and
Lee (1985c)). As before, the residuals, (T), were calculated and described
by the appropriate distribution function as in equation (3.1.6).

Scaling of Fourier spectré] amplitudes in terms of the Modified
Mercalli Intensity (MMI) using the new database of 1314 records has also
been carried out. While new instrumentation is being developed in many
parts of the world, the long-term historical seismicity records continue to
be available only in terms of the locally developed intensity scales and
thus all risk calculations in terms of MMI scaling have been developed here
as well.

The new set of earthquakes that have been added to the database
through the years 1972 to 1981 have magnitudes typically below 6. For
this reason the MMI Tevels for many of these earthquakes are either not
well documented or have not been reported. A correlation of the MMI
levels with the corrdsponding earthquake magnitudes, representative source
to station distance and local site geology has been developed (Lee

and Trifunac, 1985), using the following equation

Iyy = 1.5M - A-B an A - CA/100 - Ds , (3.2.3)

MM

where the parameters M, A, s are defined as before, and IMM is the MMI

Tevel at the site.
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For scaling of Fourier amplitude spectra the following equation was

employed

(T)I,,y * b, (T)s + b

log]OFS(T) = b MM )

: STV +b,(T)  (3.2.4)

with EMM representing the estimated level at the site computed from (3.2.3)

or the reported MMI level if available. The correlation using h, the

depth of alluvium,instead of s, the site parameters, was also carried out.
Correlations of pseudo relative velocity spectra in terms of inten-

sities were also carried out (Trifunac and Lee, 1985c). In both bases,

correlations using both the recording site conditions (s = 0, 1, 2) and
the depth of alluvium, h, at the site have been presented.

In summary, for both Fourier and pseudo relative velocity response
spectra, correlation coefficients for the four models using the new data-
base are available: (1) magnitude-s model, (2) magnitude-h model,

(3) MMI-s model and (4) MMI-h model.

3.3 Comparison of the 01d and New Scaling Functions

It is interesting to compare the results of the old scaling functions
using Richter's attenuation function and the old database with those of
the new scaling functions using the new attenuation function and the new
database. Figure 3.3.1 is a plot of the estimated PSV spectra with 5% of
critical damping for an event of magnitude 6.5 at a focal depth of 5 km.
In this example the recording sites are assumed to have the depth of sediments
of 2 km and to be at the epicentral distances of 5, 25, 50 and 100 km.
The two graphs correspond respectively to the horizontal component of input
(on the left)and vertical component (on the right). The solid lines on each

graph represent the new results while the dashed lines correspond to old
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results. For periods between .04 and .1 seconds, the dashed 1ines and

the corresponding solid 1ines are of comparable amplitudes. Beyond the
period of .1 seconds, and for horizontal components the dashed 1lines are
higher than the solid lines at sites with epicentral distances of 5 and
25 km, and vice versa at sites with epicentka] distances of 50 and 100 km.
For responses from the vertical accelerations at periods beyond 1 sec.,
the dashed Tine 1is higher than the solid line at the site with epicentral
distance at 5 km, but the two sets of curves become of comparable ampli-
tudes at a distance of about 25 km and then the trend is reversed for
distances of 50 and 100 km. The observed differences between the dashed
Tines and solid lines are due to the differences between the old (Richter)
attenuation and the new frequency dependent attenuation function.

Figure 3.3.2 is a plot of the estimated PSV spectra with 5% of cri-
tical damping at a recording site with epicentral distance of 5 km from
the source. Again the recording site is assumed to have the depth of
sediments equal to 2 km. The events shown have magnitudes of 5.5, 6.0, 6.5
and 7, and‘a focal depth of 5 km. Both the spectra from the horizontal
and vertical acceleration show that for intermediate periods, the
dashed lines are usually higher than the corresponding solid lines
for most magnitudes. This shows that at short epicentral distances, the
new frequency dependent attenuation function attenuates slower than the
old Richter's attenuation function for periods greater than about .1 sec.
Figure 3.3.3 is a plot of the estimated PSV spectra similar to that of
Figure 3.3.2, but with the recording site this time at an epicentral dis-
tance of 100 km. Contrary to Figure 3.3.2, Figure 3.3.3 shows that for
both the spectra from the horizontal and vertical acceleration, and for

periods greater than about .1 sec., the dashed lines have lower
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amplitudes than the corresponding solid lines for all magnitudes. At
large epicehtra] distances, the new frequency dependent attenuation
function attenuates more or Tess the same way as the old Richter's

attenuation function.

3.4 Derivation of the Function qij(S(w))

The empirical scaling functions summarized in the previous sections for
Fourier and response amplitude spectra can now be applied and inverted
to obtain the function qij(S(w)). Fof a given functional S(w) of strong
ground motion at frequency w, qij(S(w)) is defined to be the probability
that S(w) will be exceeded at the site in an event of size Mj in the i-th
source element. It implicitly assumes a scaling model of the attenuation
of S(w) from the source (the i-th element) to the site. Examples of
these scaling models are presented in the previous sections. For a given
model, 1et-§1j(w) be the estimated amp}itude of the functional at the site
from an event of size Mj in the i-th source element. Consider the resi-

duals, Eij’ defined by

€55 ~ 1og]OS(w) - 1091031j(w) . (3.4.1)

In the scaling model, it is assumed that gij can be described by a proba-
bility distribution function, p(e), from which pij’ the probability that
1og]OS(w)—1og]O§(w) < e4y» can be determined directly. For Fourier ampli-
tudes, for example, the normal distribution function is assumed, and for
pseudo relative velocity spectral amplitudes, the distribution function

is presented, as described in Section 3.1.

As an example, consider the scaling of PSV amplitudes at 5% of cri-

tical damping. Figure 3.4.1 shows the plot of the residual levels
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corresponding to p*(e,T) = 0.1, 0.2,...,0.8 and 0.9. The nine sets of
curves, plotted versus period T, from the bottom to the top of the plot
correspond to the residual Tevels at each of the probability Tevels, 0.1
through 0.9. At each of the probability levels, the rough solid curve
corresponds to the actual calculated residues at the particular level and
the smooth solid curve is obtained by smoothing the rough solid curve
along the T-axis. The corresponding dashed curve is the estimated residue,
e(T), at the particular Tevel that is estimated by using the distribution
function in (3.1.6). Both the calculated and estimated residue levels
range from around € = -0.4 at p* = 0.1 to around ¢ = +0.4 at p* = 0.9.
The range of these residue levels is a measure of the distribution of the
observed PSV(T) about the estimated P§V(T).

Figure 3.4.2 shows a plot of the statistical parameters employed in
the description of the residues from estimating PSV data of 5% damping.
N(T) and the smooth amplitudes of &(T) and é(T) of (3.1.6) together with
their 95% confidence intervals are respectively given in the top 3 plots
of the figure. The two full curves in the bottom of the figure show the
smoothed amplitudes of the computed X2, X2(T) and Komolgorov-Smirnov,
KS(T), statistics, respectively. They are used to measure the goodness
of fit. The dashed lines are their corresponding 95% cutoff levels. The
reader is referred to Trifunac and Lee (1985b,c) for a more complete
description of these tests. It is seen from the figure that both the
X2 and K-S tests fail to reject the hypothesis that the distribution is
that given in (3.1.6). The density function p(e,T) thus represents an
acceptable approximation to the actual p*(e,T).

Finally, the required function qij in the risk analysis is then

defined by
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A5 = 1 = Pyj (3.4.2)

where P is the estimated probability that 1og]OS(w)—1og]0§(w).s

j €_i..

In summary, all the scaling relationships for Fourier and respoise
spectral amplitudes that were derived by Trifunac (1976, 1979), Trifunac
and Andersonv(1978a,b), Trifunac and Lee (1978, 1979) and more recently
by Trifunac and Lee (1985b,c) can also be used to find the function

q;:(S(w)) needed in risk calculations. The recent scaling relationships

1J
are an improvement over the previous ones by the same authors through the
use of the new larger database and the use of a new frequency dependent
attenuation function, as described in Trifunac and Lee (1985a).

As pointed out by Anderson and Trifunac (1977), the incorporation of
the detailed description of scatter of amplitudes about the mean trend in
the scaling equation, as is done, here, is one of the most significant
improvements of our risk analysis over much of the previous work in this
area. Der-Kiureghian (1977) pointed out that the uncertainty associated
with the scaling functions often far exceeds the uncertainties associated
with the other aspects of the modeling of seismic risk. Thus, by using
the probability distribution functions as proposed here, a major source

of potential errors in seismic risk analysis has been described and

quantified.

4, MODEL OF SEISMIC RISK
4.1 The Uniform Risk Spectra

Consider a given functional S(w) of strong ground motion and a given
time interval of Y years at a given site. Following Anderson and Trifunac

(1977), two functions of S(w) and Y are to be determined:
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(1) The expected number of times, NE[S(w)], that S(w) will be

exceeded at the site in Y years, and

(2) p[S(w)], the probability that S(w) will be exceeded at least

once in Y years.

Figure 4.1.1 shows an example of the function p[S(w)] at a particular
frequency w. If p[S(w)] can be estimated at a chosen set of discrete
frequencies, a uniform risk functional can be constructed as shown in
Figures 4.1.2 and 4.1.3. Figure 4.1.2 shows the probability of exceeding
S(w) at three selected frequencies, wy> w, and wy say. One can then con-
struct a uniform risk spectra at a given probability level, p = .1, say,
which at each frequency, w, gives the spectral amplitude S(w) that has the
probability of 0.1 that it will be exceeded. To do this, one simply reads
from these probability functions the spectral amplitudes 51 for each fre-
quency w, which has probability 0.1 as in Figure 4.1.2 and plots the

amplitudes Si VS w Figure 4.1.3 is an example of such a plot, using

i
only three frequencies for illustration purposes. In an actual calcula-
tion, one would use many frequencies and the resulting curve would have a

much smoother appearance.

4.2 Formulation of the Risk Model

Let there be I source elements in the region of a zone. For the i-th
source element, Tet Ny be the estimated number of earthquakes of size
Mj in the i-th element as described in Section 2. For the functional S(w)
at frequency w, let 9 5 be the probability that S(w) will be exceeded at
the site in an event of size Mj in the i-th element, as described in

Section 3.
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Anderson and Trifunac (1977) derived NE(S(w)) as follows. Assume,
following Cornell (1968) and others, that N5 is the mean of a Poissonian
distribution. Then the probability of exactly k events of size Mj in the

i-th element is exp(-n )nkj/k!, For k such events in the i-th element,

i’

the expected number of times that S(w) will be exceeded at the site is
kqij' Thus the expected number of times that S(w) will be exceeded at
the site from at least one event of size Mj in the i-th element, Eij’ is
given by

o -Nn..

E..= J kq..e " ngj/k! =

955 -
Then, the expected number of times S(w) will be exceeded at the site from
all source elements, i = 1 to I, and all earthquake sizes Mj, j=1td
is given by

| I g
Ne[S(w)] = Y ) g..n . (4.2.2)

i=1 j=1 91

The above derivation assumes no uncertainty in the estimation of the
seismicity of the i-th source element. As pointed out in Section 2,
uncertainties in the estimation should be included in the risk analysis.
Two parameters of the i-th source element, namely nij and M&ax’ the
maximum allowed (upper bound) earthquake size for events in the i-th
element, will be treated as random variables each described by an appro-
priate probability density function.

As before, the conditional probability of exactly k events of size

)nk./k!. Since n.. is a
1J

Mj in the i-th element, given n.., is exp(-n i

J iJ
random variable described by a probabi]ity density function pn(n), say,

the true unconditional probabi]ity of exactly k such events is given by
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[ee]

prob(k events of size Mj) = -——~—ig~p (n..)dn..
5 !
(4.2.3)

Again, the conditional probability that S(w) will be exceeded at the site
given an eventof size Mj in the i-th source element is qij’ given that

Mj‘s M;ax‘ Thus the unconditional probability that S(w) will thus be

exceeded is 6;3‘= Q.. ° Prob(Mj.s M' ). For k such events, the expected

ij max

number of times that S(w) will be exceeded at the site becomes kE;;. As
before, the expected number of times that S(w) will be exceeded at the

site from at least one event of size Mj in the i-th element, Eij’ is given

by
-n. .
1Jnk

- Pt SN
Eij = L kayj ({ kT PN dng

E(n..) (4.2.4)

as in (4.2.1). (4.2.4) is more general then (4.2.1) in that it includes
the uncertainties in the estimation of seismicity at each chosen discrete
earthquake size and the uncertainty in the estimated maximum allowed earth-
quake size. When the uncertainty in the estimation of seismicity is not

present, E(ni.) will be equal to nise Similarly, when there is no uncer-

J

tainty in the maximum allowed earthquake size, a;g'reduces to a5+ Thus

when both uncertainties are absent, (4.2.4) reduces to (4.2.1).
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As before, the expected number of times that S(w) will be exceeded
at the site from all source elements and all allowed earthquake sizes is

now given by

NeLS(w)] = ] i] q.. E(ngs) (4.2.5)
i=1 j=1
where the summation i from 1 to I is over all source elements and the
summation j from 1 to J is over all earthquake sizes.

Alternately, the same expressions for (4.2.4) and (4.2.5) can be
derived by first assuming, as before, that the probability of exactly k
events in the i-th element of size Mj is a Poissonian process. To include
the uncertainties in the estimation of seismicity, the mean of the
Poissonian distribution, "1j’ which is a random variable given by a pro-
bability density function pn(n), as described in the beginning of this
section, can simply be taken as the expected value of n,

E(n..). Then

i> =My

the probability of exactly k events of size Mj in the i-th element becomes

exp(-E(n .))E(nij)k/k!. Proceeding as before, for k such events in the i-th

J
element, the expected number of times that S(w) will be exceeded at the
site, including the uncertainty in the maximum allowed earthquake size is
kﬁ;}. Thus the expected number of times that S{w) will be exceeded at the

site from at least one event of size MB in the i-th element, Eij’ is now

given by

8

L 'E(nij)

kqij e

E.. = qijE(nij) R (4.2.6)

k I =
T E(nij) /k!

11 o~—1

0

which is identical to (4.2.4). The expected number of times that S(w)

will be exceeded at the site from all source elements and all allowed
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earthquake sizes, NE[S(w)], now follows from (4.2.6) the same way and is

given in (4.2.5).

4.3 Characterizing Uncertainties of Seismicity

The previous section includes uncertainties in the estimation of
seismicity and maximum allowed earthquake sizes in the calculation of the
expected number of times that the spectral amplitude S(w) will be exceeded
at the site. This section illustrates examples of how such uncertainties
can be estimated and used in the description of seismicity. As stated in

Section 4.2, it is assumed that Niso the estimated number of earthquakes

J
of size Mj in the i-th element, and M;ax’ the maximum allowed (upper bound)
earthquake size for events in the i-th element, are both treated as random
variables, each described by an appropriate probability density function.

For each earthquake size Mj’ let nij be described by a probability
density function pn(n). As shown in Section 2.3, ni; is estimated from
N(Mj) of the whole source zone of which the i-th element is a subelement.
N(Mj) is the expected number of earthquakes of sizes in a specified

interval around Mj in the source zone. It in turn is estimated from an

empirical scaling formula of the form, for Nj = N(Mj),
N. = a - . 4.3.1
Togh; = a - b, ( )

where a and b are statistical parameters often estimated by regression.
The uncertainties in the estimation of N(Mj) and hence n1.j are associated
with those of a and b. For a given earthquake size Mj,1ogNj and hence
1ognij can first be described by a probability density function. The

following are examples of such functions.
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(a) Suppose that fora particular earthquake size Mj and at a par-
ticular zone, y = 1ogNj is uniformly distributed with mean u in
the range [u-8,u+S] (Figure 4.3.1a). The probability density function
of y. p,(y), is given by

1
75 P-§ <y < uHS

py(y) = (4.3.2)

0 otherwise

The probability density function of Nj’ pn(n), is related to py(y)

through the relation Nj = 10y, and is given by

d
Py(y)/a—?; n>0
p.(n) = (4.3.3)

0 otherwise ,

with dn/dy = d(10y)/dy = ¢ 10¥, where ¢ = 2n10.

The uncertainties in the estimation of Nj are then included in the

analysis by calculating E(Nj) the expected value of Nj » which is to be

used in (4.2.5). For this case, E(Nj) is given by

E(N;) = /7 np,(n)dn = [7 10%(p (y)/9%) dn
0 0

+
= [710%p, (Y)dy = o< 1 1o%y
~00 Y U-(S
= _l_.(]0U+6_]0“ Sy, (4.3.4)
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or

E(N) = 10" S—‘—%@ , (4.3.5)

with ¢ = ¢n10. Note that if § = 0, then y = Tog,, and E(N;) = N, = 10M.

(b) Suppose next that y = 1ogNj is distributed according to a tri-
angular distribution with mean u in the range [u-6,u+8] (Figure 4.3.1b),

so that the probability density function p (y) is given by

(S+y-n)/ 8 p-8 <y <
py(y) = (<3—(y—u))/<52 U<y <+ . (4.3.6)
0 otherwise

The probability density function of Nj , pn(n), is then given by

Py (y)/4n y n>0
p.(n) = (4.3.7)

0 otherwise

as in (4.3.3), with dn/dy = c10”, ¢ = 2n10. E(Nj) is now given by

E(N;) = [7 npy(m)en = [" 0%, (y)dy

cy _ WS Cy o (o
S qm e (6+£y W) gy 4 78 gy W gy
u-38 § u §
uts cy uts ey
u-68 u 6
LRSI § _CH Cx
cy CH cX _
e e" e "X , e e "X
=< dx - — s 3.
5 + > dx fo 2 dx (4.3.8)

p-§ -5 S
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or substituting x = y-u,

Cl, . cu 8
- € "2sinhcd _ Ze
E(Nj) 5 5 [ xcoshcxdx

$ 0

Integrating once again by parts,

Clo, s cu
- € 7 2sinhcs _ 2e . _ (coshcé-1
E(Nj) 3 5 (§sinhcs - (=) . (4.3.9)

cé

The first two terms are identical and cancel. (4.3.9) becomes

_ 2eC”(coshc6—1)
E(N;) = 2,2

108 2 (coshc6—1)

c262

(4.3.10)
Again E(Nj) = 10" if ¢ = 0.

(c) As a third example, suppose y = ]ogNj is normally distributed
with mean u and standard deviation o, so the distribution function of y,

py(y), is (Fig. 4.3.1c)

2
-] y-u
py(¥) = /?E(,eXD[-( =) /21 . (4.3.11)
E(N.) is now given by
- S Y
E(N;) g npp(n)dn = J 107 p, (y)dy

2 2
= [ L expley - & (LAY gy
/2 ° 2 2
-0 T o
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0o 2 2 2,2 2
- 1 1y =2(ptco” ) H(pteo ) co
{w Zﬂcjexp[ 5 . )]expc(u+-§~9dy

2 2y 2
expc(u+ 9%—) i ! exp[- l_(l:iEiEE_)) 1dy

2o J370 N 2 o

2
or E(N.) = 1gHTco /2

j ) (4.3.12)

with the last integral in (4.3.12) being equal to 1. Again E(Nj) = 10"
when o = 0.

In each of the above examples the uncertainties are characterized by
two parameters, like the mean u and the range [u-8,u+S8] in the first two
examples of uniform and triangular distributions, or the mean u and the
standard deviation o in the last example with normal distribution of
y = ]ogNj at a particular earthquake magnitude or intensity. In each
example, the mean of the distribution can be estimated, for example, by
the regression equation as in (4.3.1), where for Nj = N(Mj) instead of
]ogNj, the mean u = u(Mj) is estimated from the same empirical scaling

formula

u(M.) = a - bM

i B (4.3.14)

with a and b the same statistical parameters as in (4.3.1). The uncer-
tainties in the estimation of a and b can now be characterized by addi-
tional parameters Sa and &b. They in turn are used to characterize the

uncertainties of seismicity, ¢ = [p(Mj)],vwhere

6[u(Mj)] = d[awaj] i (4.3.15)
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u(Mj) and S[U(Mj)] can now be used to estimate E(N(Mj)), the expected number
of earthquakes of size Mj‘ Depending on the geometry of the zone, E(nij)
of the i-th element of the zone can now be estimated from E(N(Mj)) as
described in Section 2.3.

Figure 4.3.2 is an example of a plot of the seismicity at the
Sierra Madre-Cucamonga fault in Los Angeles, California. It plots the
number of earthquakes (on Togarithmic scale) versus earthquake size in
magnitude. The middle solid 1line represents the mean of the estimated
number of earthquakes at each magnitude up to the maximum magnitude of
7.5. At each magnitude level, the estimated number of earthquakes is
assumed to be triangularly distributed about the mean. The two outer
solid lines represent the range of such distribution at each magnitude.
The maximum magnitude Mmax is also assumed to be a random variable having
triangular distribution centered at 7.5 and in the range from 6.5 to 8.5.

The dashed line in Figure 4.3.1 represents E(N(Mj)) * prob( ), a

Mj < Mmax
term used to include the uncertainties in the estimation of seismicity in

the following seismic risk calculations.

4.4 The Probability of Exceedance P[S(w)]

In the previous sections we have discussed how the uncertainties in
the estimation of seismicity and maximum allowed earthquake sizes could
be included in the calculation of the expected number of times that the
spectral amplitude S(w) will be exceeded at the site. The function,
P[S(w)], the probability that S(w) will be exceeded at least once in the
given period, will next be derived. The following derivation is extended

from that presented in Anderson and Trifunac (1977).
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Given the functional S(w) at frequency w, let:

p.. = probability that at least one event of size Mj in the i-th

1]
element will cause S(w) to be exceeded.

To find pij’ the Poisson assumption is used, and again treating nij

as a random variable described by a probability density function pn(n).

With a}j defined as before,

]'qij = probability of not exceeding S(w) for one event,
(1-a€j)k = probability of not exceeding for k events,
]'(]"afj)k = probability of exceeding at Teast once for k events.

Combining this with (4.2.3), the probability of exceeding at Teast

once for all k events of size Mj’ gives

-N. .
K
N IR Ll i (n,.)dn
P15 7 L g L TR Pt g
= ang
=1 - £ e pn(nij)dn13
-'}.ni.
=1-Ee WUy , (4.4.1)

“935M; 953" .
where E(e ) is the expected value of e under the probability

distribution function pn(n ). (4.4.1) is of the same form as given in

13
Anderson and Trifunac (1977), where no uncertainties in seismicity and
-Qs.N, . - N,

3 i) - e LRI S

maximum earthquake size are assumed, so that E(e 0

evaluate the probability of exceedance, P[S(w)], we proceed as follows:

1—pij = probability that no earthquake of size Mj at the i-th

element will cause S(w) to be exceeded,
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J
i) (]'pij) = probability that no earthquake of any size at the i-th
j=1
element will cause S(w) to be exceeded,
I Jd
1-P[S(w)] = T 1 (1'pij) = probability that no earthquake anywhere
i=1 j=1

in the source region will cause S(w) to be exceeded.

Thus
I J
P[S(UJ)] =1- 1 I (]‘pu) s
i=1 j=1
I J 'a%jnij
=1- T T E(e ) (4.4.2)
i=1 j=1

using (4.4.1). Assuming further that the earthquake events of all sizes in

each element are independent, (4.4.2) 51mp11f1es to

I J -q..n..
1T-E(n ne W)
i=1 j=1

1}

P[S(w)]

I
N a%.n..
N NN
1 - E(e 17V 37 ) . (4.4.3)

D~1Ca

(4.4.3) is in a form similar to (1.2) in Anderson and Trifunac (1977).

-Q. N, -q..Nn..
When no uncertainty in seismicity is assumed, E(e Wy = ' and
I

J
7Y qi.n.. = NE[S(w)], so that (4.4.3) reduces to
i=1 j=1 W

Ng[S(w)]
e

P[S(w)] =1 - (4.4.4)

There is yet another way to derive P[S(w)] under the assumption that

the probability of having exactly k events in the i-th element of size Mj
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is of Poisson type, and that both the uncertainties in the seismicity nij
and maximum allowed earthquake size, M%ax’ in the i-th element are also
included. This is done by taking the mean of the Poisson distribution to

be E(nij)’ the expected value of n.s- The probability of exactly k events

J
of size Mj occurring in the i-th element then becomes exp(—E(nij))E(njj)k/k!
and pijtakes the form:
k
o _ exp(-E(n;.))E(n..)
poi= T (1-01-5;.)%) R
LU= iJ k
=1 - exp(-a}jE(nij)) , (4.4.5)

and (4.4.2) for P[S(w)], the probability of exceedance, now takes the form

I J
P[S(w)] =1 - 1 @ (1-p1j) ,
i=1 j=1
I J
=1 - EXD( - 12] JZ—] qu E(n1\])) s
=1 - exp(-N[S(w)]) (4.4.6)

using (4.2.5) as the expression for NE[S(w)]). As before, (4.4.6) shows
the close relationship between the expected number of exceedances NE[S(w)],
and the probability of exceedance, P[S(w)], when a Poisson assumption is
used to describe the seismicity rate, and here, even when the uncertainties
in seismicity are included. (4.4.6) is a more convenient expression for
calculating P[S(w)] than (4.4.2) since it allows P[S(w)] to be estimated

from NE[S(w)] directly.
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4.5 Literal Seismicity

The previous sections discussed the calculations of the expected
number of times the given spectral amplitude S(w) will be exceeded at the
site and the probability that S(w) will be exceeded at least once in a
given period. It showed how the uncertainties in the estimation of seis-
micity and maximum allowed earthquake sizes can be included in the calcula-
tions. This section considers a different hypothesis when one assumes that
an earthquake and its aftershock sequence of known magnitudes will occur
someplace within a specified fault or a diffused region. In this case,
one again needs to know the risk at various sites. The two functions
NE[S(w)] and P*[S(w)] will now be derived with the assumption that one
knows how many earthquakes will occur within the source zone. This is
referred to as a "literal" model because the seismicity is to be inter-
preted literally. The following derivations are those given in Anderson
and Trifuanc (1977) and are included here for completeness only.

Given a source region, suppose it is known that N(Mj) events of size
Mj for j =1 to J will occur somewhere in the region, but where exactly in
the region is not known. As in Section 2.3, the source region is now
divided into I subelements. Let Y43 be the probability that an event of
size Mj occurs in the i-th element. With nij the expected number of events

of size Mj in the i-th element as defined in Section 2.3, it is clear that

n'ij = Y'ijN(Mj) >

and (4.5.1)

HD~1 =
<
—r
.
I
—
b d

— o
—r

——t o
I~
o)
i
=
—~
=
e
i
=



47

There are many different ways in which the N(Mj) events can be distributed
among the I elements. To determine NE[S(w)], we proceed as in Section 4.2
to determine E?j’ the expected number of times that S(w) will be exceeded

at the site from at least one event of size Mj in the i-th element. E?.

is given by
. %5 X nij events of size Mj
X, = g::N.. s pro
H n1.=0 [URN occur in element i
J (4.3.2)
Considering the events as Bernoulli Trials, this is given by
N N, ! .5 Ny,
E¥. =}  q,.n.. AT FYas 2 (1-v:) ,
iJ 350 i3 13 nij‘(Nj nij)' ij iJ
= qiijYij = G304 (4.5.3)
Thus
Dl i |
N [S(w)] = ) ) E*. = Qs:Nss . (4.5.4
F (S IREIRE IR = I E BN

It is clear that NE[S(w)] is of the same form as NE[S(w)] and that if no
uncertainties of estimation of seismicity are included in NE[S(w)], NE[S(w)]
is identical to NE[S(w)].

To find p*[S(w)], consider:

(]'qij) = probability that S(w) is not exceeded from one event of
size Mj in the i-th element,
n.
(]"qij) [ probability that S(w) is not exceeded from N events of

size Mj in the i-th element,
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n..
il (i—qij) W probability that S(w) is not exceeded for a particular
i=1

combination of events {n1j|ieI} of size Mj'

The probability of any one particular combination of events is given, by
the multinomial theorem, as

N.! N,. N,. n..

J 13 .23 I

j! Y137 Yoj TR T (4.5.5)

n,.n,.! n
I

and the sum of the probabilities of all combinations is, by the multi-

nomial theorem, unity,

|
Ny Mi "2j YnIJ
Z X n]J an!"'nIJ| Y]J Y2j 1j
Ny
= (Y]j + YZj LI YIj) =1 , (4.5.6)

where the summation is over all combinations of {nij,i=1 to I} such that
I

) niy = Nj' Now the different combinations are mutually exclusive and
i=1

exactly only one of them will occur, so the probability that S(w) is not

exceeded by any one combination is

probability that S(w) is not] [probability of that
R lexceeded for a particular particular combination
combination
I n.. N.! n,. N,. n,.
- _ N J 13,23 N
= 1l L.E] (1-a4;) Hn]j!nzjl...nlj! UERFFERST ]
N.! n n

23 Nj

B EERD) n, . 1 o (-9, )Y1j] ]j[(1_q2j)YZJ]

j "'[(]—qu)yIj]
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I Nj I I
UL Dmagghvyg 2= L0 gy - L

N,
=(1- 7 vg0:0) 7

i=1

q > (4.5.7)

i

where the summation in (4.5.7) is again over all combinations of {n1j|i=1
I
to I }such that ) Ny = Nj' Since the different earthquake sizes Mj,
i=1
J=1 to J are assumed to be independent,

prob{S(w) 1is not exceeded by events of any size} =

J
= T prob{S(w) is not exceeded by events of size Mj}
j=1
= 1-p*[S(w)] , (4.5.8)
SO
J I Nj
p* =1 - - . .Q.
(Sl =1- 1 (-3 vgag)
J I
or P*[S(w)] =1 -exp { ) NM)n(1 - ) v..q:.)}
=1 IS

(4.5.9)

Anderson and Trifuanc (1977) also derived an alternate set of expres-
sions for NE[S(w)] and p[S(w)], denoted by NE[S(w)] and P+[S(w)] under
the same assumption that the number of future earthquakes N(Mj) is to be
taken Titerally. This is done by considering a very long time interval,
say K times the base unit of Y years, or a duration of KY years in which

KN(Mj) events of size Mj will occur in the source regions. Further, in
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the i-th element, it is assumed that YinN(Mj) = Kn, . events will occur,

J
where K"ij is now an integer. For a sufficiently large number of events,
this assumption will not introduce any significant error and is justify-

able. Let

NE#[S(w)] expected number of times that S(w) will be exceeded during

KY years,

P#[S(w)] = probability that S(w) will be exceeded at the site at least

once in KY years.

These functions will first be derived from which NE[S(w)] and P+[S(w)] for
Y years can be derived. Following the same logic, as in the derivation
of NE[S(w)] and NE[S(m)],

I J

NS =M § ) N5

(4.5.10)
i=1 J:] .

ij
To derive P*[S(w)], consider

(]'qij) = probability that S(w) is not exceeded from 1 event of

size Mj in the i-th element,

since Knij is the number of events of size Mj that will occur in the i-th

element in the duration of KY years,

Kn. .
(1-q1j) ' = probability that S(w) is not exceeded from Kn1.j events
of size Mj in the i-th element in KY years,
J Kn, . ) )
I (1-q..) o= probability that no earthquake of any size at the i-th

. 1]
Jj=1
element in KY years will cause S(w) to be exceeded,
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I J Kn,.
1 - P#[S(w)] = 'H] .H] (]'qij) o probability that no earthquake any-
1= J:
where in the source region will cause S(w) to be exceeded
in KY years.
Thus
PPIS(1=1- 1 1 (1-q;) "
i=1 j=1 J
I J
=1 -exp{) 7} Kni.ﬁn(1-q..)} . (4.5.11)
i=1 j=1 1 1

Assuming that the K time intervals of Y years are independent, (4.5.10) and

(4.5.11) give

I J

NELS()] = i g Ts()] = ] L migag = RELs] (4-5.12)
and
1= PIs()] = 0 - pis)n /K,
so that
N I
P[S(w)]l =1 - exp{iz] 1§j nijzn(l—qij)} . (4.5.13)

It can be shown that (Anderson and Trifuanc (1977))
P Is(0)] = P*[S(w)] > P[S(w)] . (4.5.14)

Equality occurs between p* and P* only when there is just one source
element, or when qij is identical for all source elements. Equality between

P* and P occurs only in the case where qij = 0 for all source elements.
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4.6 Summary

The steps in the derivation of a uniform frequency dependent risk func-

tional can be summarized as follows:

(1) Specify the geometry of earthquake zones, by point, line, areal,
dipping plane and volume sources. For each of these source zones,
the estimated number of events of each earthquake size, N(Mj), is
defined. The uncertainties in the estimation of seismicity and
maximum allowed earthquake size are also defined. This is done by
studying previous seismicity, by insights obtained from geological
studies and plate tectonics, and by statistical inference and scien-

tific judgment.

(2) Divide each source zone into small source elements, and assuming the
epicenter of each event of size Mj is equally likely to occur any
place in the source zone, distribute the seismicity to each element

accordingly.

(3) Specify a frequency-denendent description of the attenuation of strong-
motion amplitudes in the region, plus a description of the distribu-
tion of the observed amplitudes S(w) about the mean estimated g(w).
From this, define the function qij[S(w)] which gives the probability
that S(w) will be exceeded at the site for an event of size Mj in the

i-th element of the source zone.

(4) Using (4.2.5), calculate NE[S(w)], the expected number of times that
S(w) will be exceeded at the site from all source elements in all

source zones and all allowed earthquake sizes. Then calculate P[S(w)],
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the probability that S(w) will be exceeded at least once at the site

in the given period, using (4.4.6), (4.5.9) or (4.5.13).

(5) Using the method described in Section 4.1, derive the frequency depen-

dent uniform risk functional from the functions P[S(w)].

This completes the theoretical description of our Model of Seismic

Risk.

5. THE COMPUTER PROGRAM
5.1 Introduction

A Fortran computer program, NEQRISK, has been written which evaluates
the uniform risk spectra using the formulae developed in the previous
sections. It has been written as a continuation of our effort to accu-
rately describe seismic hazard. The original version of the program,
EQRISK, was first written by Anderson (1978) using the theory and formulae
developed by Anderson and Trifunac (1977).

EQRISK was first developed on a DEC computer with a TOPS]Ouoperatihg
system capable of running programs with large memory. Subsequently, it
was modified to run on mini-computer Data General Eclipse S-130 with a
program size of no more than 128 K-bytes. NEQRISK represents the most
recent generation of this computer program currently also running on
Data General Eclipse S-130 with an AOS operating system. It is able to
use either the original scaling relations of FS, SV and PSV developed
before 1980 and used by Anderson (1978), or the new scaling relations of
FS and PSV developed recently (Trifunac and Lee, 1985b,c). NEQRISK is
also able to include the uncertainties in the estimation of the seismicity

of the various types of faults. .
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The program NEQRISK includes options to read in point, 1ine, areal,
dipping plane and volume sources. The original version of EQRISK in 1978
also had the option of reading in dipping plane sources, but there the
program simply replaced each surface element by a corresponding dipping
element and the epicentral distance by the corresponding hypocentral dis-
tance. It was mentioned then that this was done because of the lack of a
more realistic method. The method outlined in Section 2.3 for dipping
plane source is now used in NEQRISK. For a dipping plane source, option
allows either the assumption that the epicentral distance should be used
or the assumption that the closest point to the fault should be used to
calculate the risk. Similarly, for the line source, the program auto-
matically uses the closest point. For point, areal (diffused zones) and
volume sources, however, the only option allowed is the use of epicentral
distance.

Besides including the uncertainties in the estimation of seismicity
to calculate the seismic risk spectra, one other major difference between
"NEQRISK" and "EQRISK" is the use of efficient and accurate algorithms
for interpolation and differentiation. Interpolation is used in construc-
ting the seismic risk spectra of spectral amplitudes S(w) versus frequency
w of a fixed probability Tevel. It involves reading the probability of
exceedance curves of P[S(w)] versus 1og]O[S(w)] for various frequencies
w and interpolating the spectral amplitudes at a fixed probability level.
The original program "EQRISK" simply uses a straight 1ine interpolation
scheme between points. The current program "NEQRISK" uses an interpolation
scheme involving the use of low pass digital filters (Lee and Trifunac,
1984), as was done in data processing of strong-motion earthquake acceler-

ograms. Such interpolation filters can be described in a variety of ways,
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as discussed in Chapter II of Lee and Trifunac (1984) for example, using
window designs, equiripple designs, smooth designs, etc. The Finite
Impulse Response (FIR) nonrecursive interpolation filter turns out to be
the most efficient. The filter used here is one in this form, designed
by Oetken et al (1975), in which the minimization of mean square criteria
is used.

Differentiation is used to calculate the probability density function
from the Poisson probability of exceedance. The original program "EQRISK"
uses the forward central difference method to do the differentiation. A
higher order differentiation formula as derived from the smooth low pass
filter (Lee and Trifunac, 1984) is currently used in the updated program

"NEQRISK." This gives more accurate end results.
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5.2 Input Data

The input data can be divided into three main parts:

(a) Input Part 1: Site Information and Model Parameters,
(b) Input Part 2: Spectyum Scaling Data, and

(c) Input Part 3: Seismicity Information.

The following computer listing is a description of these three parts

of the input.
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i o v o e o s b b o o
#  BITEE DAT
b v ot s s e o b b b o W

THPLIT FARET 1 MOGEL IDEMTIFICATION, SITE PARAMETERS

LIME 1 24401412 2K F18. 23 MTY, MRS, MAL. ILTL. IPFL. IMRAC. MEL. IFFC.

i

LESUP, IDLA, T2 IDLE, ISTP, IMODE. YRS

USIHG THE UFDARTED F3 & PSY STATISTICS DEVELDFEDR IM 1954-85 -

MTY

= i@ TERMINATE FROGRAM
1 FOURIER SPECTRUM: SEISMICITY MODEL USES

MAGNITUDE STATISTICS, S=0,1.2 SITE CONDITIONS
ALL. RESPOMSE SPECTRA; SEISMICITY MODEL USES
MAGHITUDE STATISTICS: S=0.1, 2 SITE CONDITIONS
FOURIER SPECTRUM SEISMICITY MODEL USES
INTENSITY STATISTIOS: S=@.1,2 SITE CONDITIONS
ALL RESPOMSE SPECTRA; SEISMICITY MODEL USES
INTENSITY STATISTICS: S=0.4.2 SITE CONDITIONS
FOURIER SPECTREUM: MAGNITUDE STATISTICS;
SITE CONDITION IS DEPTH T BASEMENT H
RESFONSE SPECTREUM, PSY OMLY: MAGHITUDE STRTISTICS
S5ITE CONDITION IS DEFTH TO RASEMENT H
FOURIER SPECTRUM: INTENSITY STATISTICSS
SITE CONDITION IS DEFTH TO BASEMENT H
RESFONSE SPECTRUM, PSY OHLY; INTENSITY STATISTICS
SITE CONDITION IS DEPTH TO BRSEMENT H

FOURIER SPECTRUM

FSY 8 PERCENT DARMFING

Psy PERCENT

PSY 5 PERCENT

FSY 18 FPERCENT

P&V 28 PERCENMT

ny

1

£

i IR TR

PG

n

Fold P D@

o

MAL - IDENTIFIES THE ATTENUATION LAW

IL.TL

IFFL

IMRAC

MEL.

FOR MTY=1, 2
MAL =1 FREGUENCY DEPEMDEMT ATTENUARTION FUNCTION (1585
ONLY OPTION
FOR MTY=3, 4
MAL.=1 ANDERSON PRRAMETERS FOR WEST USA IMTENSITY DECAY
2 ANDERSON PARAMETERS FOR ERAST USA INTENSITY DECAY
2 SUPFRESSES ALL “LITERAL” CRLCULATIONS
1 INCLUDES BOTH -“LITERAL- AND “FPOISE0N" OUTFUT
Z S0ME SOURCES ARE “LLITERAL . OTHERS ARE “POISS0ON-
IN THIS CRSE, THE ENTIRE PRART 2 OF THE INFUT
IZ REFERTED TWICE.  THE FIRST TIME THROLUGH.
IT READE THE POISSON SOURCES. THE SECOND
TIME IT READS THE LITERAL SOURCES. COMPUTE
TIME MAY BRE DOUBLED.
B NORMAL YAL.UE
1 PRODUCES FRINTER PLOT OF DERIVATIVE OF PUSCTY)
AT ALl PERIODS CALCULATED IN THE SFPECTRUM
1-11  PRODUCES PRINTER PLOT OF DERIVATIVE OF PCSCTHD
AT THE PERIOD 4-11 CORRESPONDING TO INPUT
= @ HORMAL YALUE '
1 FREADS ADDATIONAL LLIMNE TO MODIFY DEFAULT DISTAMCE-
AREAR CRITERIA FOR DIFFUSE SEISMICITY ZOMES
= B 0R 1 DIFFUSE SOURCES ARE TREATED AS PDIMT SOURCES.
Z2=18 MAGNITUDE - RUPTURE LLENGTH RELATIOM A% FOLLOWS
FLHG= 1@k (AM—B)
MRL. A B SOURCE
1 8.8 a. 4

li

li

Listing 1.1
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P . =7 RFFPREOE. PRESS
E B, 2023 THATCHER & HANES 1. 7 RARS
L . 1,44 THRTCHER & HAMES @ 1 BARS
5 . E41 THATCHER & HAMES 166 BARS
£ £, 147 WYSE & BRUME
¥ 1. oV TOCHER
a2 . - CEAMOTO
3 g, 1. 454 HOUSHER  MLT. & 9
. 4. &7 HOLZMER M. GE. & 4
18 1. 7.0 DER-KTLUREGHT AM
LIZES ERPC 20 NOT 18w, )
IFPC = & MORMAL YALLE
1 PRINTS FIMAL DISTANCE AMD SETSMICITY ARRAY. THIS
CAN BE HELPFUL IN LERRMIMG THE SOURCE DISTRIBUTION,
AN THUS TH UNDERSTANDING THE RESULTS.
LESUP = 8 NORMAL “WALLE

1 SUPPRESSES LISTING OF SEISMICITY MODEL
IDLL = STTARTING FERIOD NUMBER FOR DO LOOPS OVER PERIODS
DEFAULT IDLA=1.
IDLZ = EMDING PERIOD NUMBER FOR DO LOOPS OVER PERIODS
DEFAULT IDL2=11.
IDLE = SKIP PRARAMETER FOR DO 1ILOOPS OVER FERIODS.
DEFAULT IDLZ=1
BY DEFRULT, THE PROGRAM FINDS SFECTRA AT 11 PERIODS.
IF THESE ARE MOT ALL NEEDED, THEN IDL1, TRLZ. IDLE ALLOMW
A FLERIBLE WAY TO SELECT JUST THOSE THAT HRE NEEDED.
= 8 DEFAULT AND NORMAL YALUE
1 STOPT PROGRAM AFTER INTEGRATION IS SET UP.
DONOT USE WITH ILTL=2

b
)
-
T
i

IMODE =8 DEFAULT, LONG & LAT INPUT IN DECIMALS
=1, LOMG & LAT INFUT IM DEG MIN & SEC
YRS = MULTIFLICATION FACTOR FOR SEISMICITY - DEFAULT

= 1.
OHLY USED FOR POISSONIAM SEISMICITY - LITERAL RHTES
ARE ALMWAYS EXACTLY AS INFUT

LIME & 284C2F10. 5, 15 FS. @, 215, 20R2) SLONG. SLAT. IV, HIS, NPEX, MUJST.
ke CHSITECZ@ )

SLONG WEST LONGITUDE OF SITE

SLAT NORTH LATITUDE OF SITE

ISN B HORIZONTAL
1 WERTICAL
@ SOFT. ALLUYIAL SITE. FOR MTY=1.2, 3. 4
1 INTERMIDIATE SITE., FOR MTY=1, 2.3, 4
2 HARD SITE. FFOR MTW=1, 2.3, 4
DFPTH TO GEOLDGIC RASEMENT (KM » FOR MTY=5, 6.7, 8
NUMBER OF FROBAREILITIES OF EXCEEDANCE FOR WHICH SPECTRA
WILL BE CALCULATEDR <LIMIT 24>

L ]

HIS

[

I}

MHFEX

NUST = S5ITE HNUMBER
MSITE = ALFHANUMERIC STTE HNRAME
LIME 3 338C8F16. 23 (PECI), I=1, NPEX)
ik k ok
FEXID = EXCEEDANCE PROBARILITIES FOR THE SPECTRA. USE OMLY RS

MANY [LINES AS NEEDED.
LINE 4 JWHEN IMRAC=1)> CONTROLS THE INTEGRATION OF DIFFLUSE SOURCES.
ik kb
LINE 4 216411, F3 1, FF18. 13 MC., CRCCT D, ACCI D, T=1, HCD
MC = 1 TO 4
RC, AC ... NC PARAIRS OF DISTANCE - AREA CRITERIA.  MUST HAVE
RCOID LESS THAN RCCI-1D AND ACCTD LT ACCI-10,
WITH R DIFFUSE SOURCE. NOME OF THE ELEMENTS OF
ARER WITH A DRISTANCE LESS THAM RCCI> FROM THE SITE
WILL HAVE AN AREA GREATER THAN ACCI» IN THE

Listing 1.2
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THIZ LLIME I5 READ OMLY WHEM THRAC:S],

OTHERWMISE., REASONABRLE DEFAULT YALDES ARE ASSTGMED

Listing 1.3
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o 2o ot o o et o o S s o o et e o o et e o
* SFEC DAT e
ot o o el o o o o e ot et s o e e e R e e o

THNFLT  PART 2 MODEL PARAMETERS

THE REGRESSION FARAMETERS FOR ALL THE SCALTHG RELATTOMS
ARE STORED IM THE DATA BLOCK “5FEC DAT, THE ITHFLUT
FREAMETERS “MTY. MRS MAL. " TELL THE FROGEAM MHTCH PRRTS
OF THIS BLOCK TO READ.

THE UZER DOES WOT MORMALLY MEED TO DO AMYTHING WITH THIS
DAETA BLOCK. EXCEPT TO FAKE IT AVAILABLE TO THE COMPUTER.
ITS ORGAMIZATION 15 LISTEDR BELOW

ATTEMUATION CLURYES

FREGDUENCY DEFENDEMT ATTEMURTION FUMCTION FOR CALIFORMIA

CTRIFUNAL AND LEF. 1385A
ANDERSON FARAMETERS FOR WESTERN L. =,
ANDERSOM FPARAMETERS FOR FASTERM L) 5.
STALTING FRRAMETERS

FOURITER SPECTRUM FROM MAG-SITE MODEL.

RESFOMIE SPECTREUM FROM MAG-ZITE MODEL OS5 DAMPIMNGS)
FOURIER SPECTRUM FROM MMI-SITE MODEL

RESPONSE SPECTRUM FROM MMI-SITE MODEL <5 DAMPINGS?
FOURTERE SFECTRUM FROM MAG-DEFTH MODEL.

RESFOMNZE SPECTRUM FROM MAG-DREFTH MODEL <5 DAMPINGS)
FOURIER SPECTRUM FROM MMI-DEFTH MODEL

FESFOMZE SPECTRUM FROM MMI-DEPTH MODEL 5 DAMFIMNGS»

COMMENMTS FOLLOW OM SFECIFIC PARTS
RICHTER AMPLLITUDE - DISTANCE CURVE
LINE 4 31Z0412. 18R HAME {180
NAMEC1E8) IDENTIFICATION OF AMPLITUDE - DISTANCE CURNE.
LIME 2 312012, 2R2, 12F&. 10 NFER, ID. FERCLZD
MPER = HUMBER OF PERIODS
D IDENTIFICATION OF ARRAY
FER ARRARY OF PERIODS
LIME Z AR ARRAY OF COEFFICIENTS FOR ATTEMUATION FLNCTION
LLIME 4 SZM ARRAY OF COEFFICIENTS FOR ATTEMUATION FUMCTION
AMNDERZON FARAMETERS FOR MWESTERN L. 5. A
AMDERSOM PARAMETERS FOR EASTERN U 5 A
SCALIMNG PARAMETERS
S1LCT2, 2AEL LZF6. ZOMNK, 1D, WotE
A BLOCK OF RELATED LIMES, ALL OWN THE SAME FORMAT.
M = NUMBER OF POINTS IN ARRAY K SAME ON ALL LINES.
ID IRENTIFICATION OF ARRAY. . FOR USER CHECKTING
B OME OF TEN ARRAYS.
A B DL E S5 STATISTICS COEFFICIENTS
SEE PAFPER BY TRIFUMAC & LEE <1385R> 7 PRELIMINARY EMPIRICAL
MODEL. FOR SCALING FOURIER AMPLLITUDE SPECTRER ... 7
M, ST MEAW AND STAMDARD DEVIATION OF GALSSIAM CURYE FIT
ALF: BET COEFFICIENTS FOR RAYLEIGH FIT OF PSY RESIDUALS

Listing 2.1



NS T N T

SR T s 2 e B R

[ iy

LN ]

—
b

wivisizivivivivivizieRvisEn v Eule En Syl lnluNu Ryl RuBuRuNe Ry uluRule e Ew i)

v

v BvEvEuNeRuRwRY

61

e s R e e e
A FIM AT #
B SR SR TR SR ST A TR TR SR A KR TR R TR

THFLT FRART = MODEL. OF SEISMICITY
MOTE: FOR ILTL=Z, THIS BLOCE IS5 REFERTED TWICE

L.IME 1. PESCEIE, S D180 HPONT. MLINE. NDFLUES, HELNE. MYOLM, MOSH
gt o o g e
THE SEISMICITY IS INFUT AS THE SUFERFOSITION OF FOUR KINDS
OF SOURCES —— POINT, LINE., DIFFLUSE, AND DIFFING PLAMNE.
MUMBER OF FOINT SOURCES CSEISMIC HOT SFPOTS)
MUMBER OF LIME SOURCES (MAJOR FAULTS)
MUMBER 1OF REGIONS OF DIFFUSE SEISMICITY. THE EFICENTER
HAS UNTFORM FROBABILITY OF OCCOURING AMYPLACE IH THE
FEGIOMN

HFOMT
ML INE
NDFLIS

oo

HPLHE = MUMBER OF DIFFING PLANAR SOLIRCES, DEFENDING ON RUFTURE
ARER. THE FOCUS HAS UNIFORM FROBABTLITY OF OCCURING
FRYWHERE OM A SMALLER INMNER DIFFING FLANE.

ML

]

HUMBER OF DIFFING VOLUME SOURCES, THE FOCUS

HAZ LUNIFORM PROBABILITY OF OCCOURIMG ANYPLACE IN
THE DIPPING WOLLUME

MOEM = MODEL OF SEISMICITY NUMBER

MEXT THERE ARE BLOCKS OF LLINES FOR EACH POINT. LINE,
DIFFUSE. AND DIPPING PLAME SOURCE. INPUT I35 BY SUBROUTINE

FOINT SOURCE. SUBRDUTINE P5SIN
LIME F1 5381012, F2 2. 12, F2 8, T2, 35A22 151, CONF, JST. S, ML HAME
skt ok
IS
COMF
JET

SAME RS L1 FOR LLINE SOURCE — EXFLAIMED BEILCW.
SAME AS L1 CUSEDR FOR PREDICTION CALCULATIONS:.
1 SOURCE 15 A POINT
2 EQ"S ARE UNILATERAL RUPTURE. RANDOM DIRECTION.
RUPTURE LENGTH GIVYEM BY MRL IN BLOCK 1. L_IMNE 1.
MOT USED
ML HOT LISED
MEPE ALPHANUMERIC IDENMTIFICATION OF THE Z0URCE
LIME P2ZAR OR PZB -— SAME A5 L2ZA OR LZEB FOR LIME SOURCE - SEE BELOW
Aok okohok gk R R
LINE PE  S3@ZC2F18. 33 K5, Y5
B B
e = WEST LONGITUDE OF SOURCE <IM DECIMAL DEGREES).
R =) = MORTH LATITUDE OF SOURCE CIN DECIMAL. DEGREES).

o on

=1

o

L.THE S0URCE. SUBROUTIME LSIN.

LIME L4 SRLCIRF2 2, T2 F2 8, 12, 35A2Y  IST, CONF. J5T, S, ML, NAME 350
Aededeidehkeok
IsI = GIVES THE MEANS OF INPUTTING THE SEISMICITY.
= 1 USES LOG N=A-BM. MMIN.LE. M LE. MMRX CCUMULATIVE?>
N o= M. 0OF EVENTS GRERTER THARN OR EGUAL TO M.

2 USES LOG MH=R-BM. MMIN LE. M LE. MMAX CIMCREMEMTAL 2
M = MO OF EVENTS WITH MAGNITUDE OF M—DM.
DM=8. 25 FOR MAG. STARATISTICS
DM=@. 5 FOR INTENSITY STRATISTICS

= %  USES ANNUAL MOMENT. B. MMAXK TO DERIVE LOG N

RELATIONSHIF.
= 4 NM>) I5 INPUT DIRECTLY.

1]

I}

Listing 3.1
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COMFIDENCE LEVEL FOR FRERDICTED FARTHOURKE. LISED OMLY
HHFH TL =2 DEFARULT I5 @ WHTICH MEAMS THE

“EEDTCTION IS TGMOR
THE PRI

COMF

i

ELr LML » THIS PARAMETER I3 ZET.
LIMES THAT THERE T3 OMNLY OME FPREDRICTED
EVEMT. OF THAT THE COMFIDEMCE I5 THE SAME FOR ALL
FREDICTEDR EWENTS
COOMF T HEGAT IVE ALLOWS FINDING SFECTRA FOR MULTIFLE
COMF TDEMCE LF‘ ‘ELS THE EMTEY "=k GINVES E+1 COMFIDEMCE
LEWELS EWERL'Y oPHlED EETWEEN . 8 AARMD 1.
JET = E=18  DE

BLRE A

2N

CRIBES THE MAGHITUDE - RUFPTURE LEMGTH RELATITON.

SAME CHOICE AS FOR MRS I INFUT PART 1.

STEP LEMGTH CEM» FOR REPRESENTIMNG THE [LIME SOURCE

DEFAULT = 5.8,

HL. = MUMEBER OF LIMES TO INPUT SOURCE
MAME = ALFHANUMERIC IDEMTIFICATION OF FRULT.

LTHE LZA CTF I5I=1,2, 0R 2> CSF16. 23 AAL. BBL. AMM. AMS. AZTM. AZTE

B 2k L
AL,
BEL.

Sl

COEFFICIENT “AY TN LOGOMI=A-BxM  (IS5T=1, 2
COEFFTCIENT "B IM LOGOM)=A-B+M CI5I=1, 2,
AR MINIMUM MAGNTITUDE CIS5I=1, 2. % DEFAULT ALWAYS AVAILABLE)
M= MAEATHUM MAGHITUDE CISI=1. 2, Z; DEFAULT ALWAYS AYAILFABLE
AZTM = USEDR TO DEFINE MOMENT RATE., (ISI=3X;
AZTF = USED TO DEFINE MOMENT RATE. (ISI=3X2
MOMENT RATE = AZTM * 18 B+«x[A2TF
LIME L2ZB CIF IST=4) CSF168. 20 WSOLlZ>
R
WEodzh= SETSMICITY RATE ON THE FALILT.
FEQUIRES TWO LINES WITH 12 WALLUES,
BOTH MUST BE FRESEMT EVEN IF ONE IS BLAMK.
IF MAGMNITUDRE, RATE IS FOR M=32 8, % S.4 8, ... 28,85
IF IWNTENSITY. RATE IS FOR I=I,TI,IIT,I%.... .8, ®uI, 1T
SEB2 C2ZFLB. 52 KWLM WLOTD ==HNL. LIMES——

L T 1]

LIMNES S

ek b e
LA
L d U

x”

WEST LONGITUDE CDECIMAL DEGREES)

HORTH LATITUDE <DECIMAL DEGREES)
Al YLoTy, FOR T FROM 1 TO ML, GIVE THE CODRDIMATES
OF SLCCESSIVE POINTS OW THE FALULT

DIFFUSE SOURCE. SUBROUTINE DSIN
LINE D1 - ZAME FORMAT AND YARIAELE MAMES AS 1.1 FOR LIME SOURCE.
ok
- USAGE OF FOLLOWING YARIABLES DIFFERS:

JET = 1 THE S0OURCE RUFTURE LENGTHS RRE ZERO
= 2 THE S0URCES ARE ASSUMEDR TO RE UNTLATERAL RUPTURE.

WITH THE EFICENTER HAVING EQUAL FPROBABILITY TO EE
AMYFLACE IN THE Z0ME. THE DIRECTIOM OF RUFTURE
IS RANDOM. THI% IS THE DEFAULT WALUE.
EUFTURE LENGTH GIVEN BY MRL IN BLOCE 1., LINE 1

Sl = NOT LISED.

ML = NUMBER OF [LONGITUDES USEDR TO DEFINE REGION

LIME D2A OR DZBE -—  SAME AS L2A OR LZE FOR LTNE SOURCE
sk sk ook ok R ok
LINES D SIB2CEFLA. G5 MOOTD, Lo Th, MROTY ——HMNL LIMNES—-
sk ek ok
ON EACH LIME. A MORTH LATITUDE “YCOIX7, AND THE
LONGITUDE AT WHICH IT INTERSECTE THE WEST “HLOTX" AMD
ERST "®R:IX" BOUMDARY OF THE REGION.
LI MUST O INCREASE WITH SUCCESSIVE LTMNES.
THE FIRST VALUE OF ’“ILIl IS THE SOUTHERN BOUMDARY OF THE
REGIOMN, AMD THE LAST YALUE IS5 THE NOUTHERM BOUMDARY.

DIPPING FLANAR SOURCE. SUBRDUTINE DIFSIN.
SEE TEXT FOR THE CURRENT METHOD OF ASSIGNING PROBARBILITY OF

Listing 3.2
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SLUBE-REGIOMS,  DEFERDING OF THE FMAGHT TUDE

FHL FLIFTL
LIME DF1 - SR AS LLTHE D
o et oo v e e et et
LIME DFE - SAME AS LTHE D2
ot ot o e o e ol it
LITHE DP3E SRATOEFIA S PDPLOT D, T=1, 7
B I T S S SR SRR

POFLCLD POFLCEY  LONGTITUDE AMD LATITUDE OF A SURFACE POIMT
TEACE OF THE DIFFIMG FARULT
FOFLCZED PROPLOAY  LONGITUDE AMD LATITUDE OF SECOMD SURFACE FOINT
OM THE SURFACE TRACE OF THE DIFFING PLANE.
FLFL S FRFL OB FORLLT) LOMGTITUDE, LATITURDE, AND DEFTHOREM) OF
THIRD FOIMT OWN THE DIFFIMG FAUILT.
LIMES DPF4  —-—  SAME AS LIMES DE
R 3 oK R LR R R Y
MOLUME SOURCE SUBROUTIME WOLSIHN
AT FRESENT, EXTENDED S0URCES CANMOT BE USED. ONLY POINT SOURCES ARE
T BE USED.
TMPLUT FOR YOLLME SOURCE IS SAME AS THART FOR DIFFUSE & DIPFING PLANE
SOURCE. THE SURFACE OF THE WOLUME IS DEFINED AS THAT OF THE
DIFFUSE SURFACE., AND ITS DEPTH DEFIMED AS THAT TN LINE DF3 ABOVE

Listing 3.3
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5.3 The Flow Chart and Program Description

Figure 5.3.1 is a flow chart of the program NEQRISK. Each rectangular
box corresponds to the calling of a subroutine whose name appears in the
box. The subroutine usually will perform a specific task and subsequently
return to the MAIN program. Figure 5.3.2 is an additional flow chart for
the subroutine INSEIS. It involves calling 8 more subroutines which are
not shown on the previous flow chart in Figure 5.3.1. For each of the
subroutines whose names appear on these two figures, a brief description

of its function will be presented.



MMIPR

MMSTD

N

DO FOR L =
1 TO M PERIODS

W

DO FOR K =
1 TO N AMPLITUDES

MTYA=4
?

Define probability, P(K), for K=1 to N amplitudes

INTPRM
SMOOTH

Figure 5.3.1  NEQRISK
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( START )

WSIN

ST

WSIN

‘ WSIN

WSIN

N
ANY VES ‘
(POINT?SOURCE PSIN
NO N
COMPR
N\
ANY YES
(_LINE_SOURCE LSIN
NO
COMPR
DSIN
NO DSLAR
COMPR
ANY
DIPPING e DIPSIN
SOURCE?
NO
- COMPR
VOLSIN
COMPR

Figure 5.3.2  Subroutine INSEIS
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5.3.1 INSITE
Subroutine INSITE reads in the model identification and site para-

meters from the data file SITE.DAT..

5.3.2 INSPEC

Subroutine INSPEC reads in the regression parameters for the parti-
cular scaling relations of the spectral amplitudes to be used in the
analysis. For the old data base and the old scaling equations, this is
stored in the data file SPEC.DAT. For the new data base and the updated

scaling equations, this is stored in the data file ASPEC.DAT.

5.3.3 INSEIS

Subroutine INSEIS first reads in the number of various source types
used. For each source type, through the corresponding subroutine, it
reads in the necessary parameters for the calculation of seismicity at
discrete earthquake sizes. It also reads in the maximum allowed earth-
quake size. In the new program NEQEISK, uncertainties associated with
the estimation of seismicity parameters a and b and maximum allowed earth-
quake size are read in as confidence intervals of the corresponding para-
meters at a specified type of probability distribution. These are avail-

able in the file FSIN.DAT.

5.3.4 PSIN

This subroutine is called by subroutine INSEIS. It in turn calls
WSIN to read fn the parameters for the seismicity of a point source. It
then calculates the expected number of earthquakes at each interval around

discrete earthquake sizes.
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5.3.5 WSIN

Subroutine WSIN is used to read in the seismicity parameters for all
of the source types. It is called by PSIN, LSIN, DSIN and DPISIN. The
seismicity parameters read in may include the uncertainties in the esti-
mation and maximum allowed earthquake sizes. For each of the discrete
earthquake sizes,WSIN computes the expected number of earthquakes of that

size.

5.3.6 LSIN

Subroutine LSIN is called by subroutine INSEIS. It first calls WSIN
to read in the parameters for the estimation of seismicity of line source.
The 1line source is described by a set of straight lines, which are input
as a consecutive sequence of coordinates as latitudes and longitudes. LSIN
then represents the Tine source as a sequence of equally spaced points on
the fault. The distances from these points to the observation point are
calculated. The seismicity is then assigned to each point according to
the probability of being the closest point that ruptures for each earth-

quake size.

5.3.7 DSIN

Subroutine DSIN is called by subroutine INSEIS. It first calls WSIN
to read in the area boundaries and the parameters for the estimation of
seismicity of the aeral source (diffuse zone). From the coordinates of
the area boundary, DSIN generates a set of roughly square rectangles.
Each of these squares may further be divided so that they are small enough,
according to the criteria in the program, determined mainly by the epi-
central distance between the site and the source elements. The seismicity
is then divided among these areas in proportion to the area of each sub-

element.
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5.3.8 DIPSIN

Subroutine DIPSIN is called by INSEIS. It first calls WSIN to read
in the area boundaries and the parameters necessary for the estimation of
seismicity of the dipping plane source. As in subroutine DSIN, from the
dimensions of the area boundary, DIPSIN generates a set of roughly square
rectangles, which may further be divided so that they are small enough,
according to the criteria of hypocentral distance and rupture area. Unlike
DSIN, which divided the seismicity evenly among the elements, DIPSIN
assigns the seismicity to each element accofding to the probability of

being the closest element that ruptures for each earthquake size.

5.3.9 VOLSIN

Subroutine VOLSIN is called by INSEIS. It first calls WSIN to read
in the volume boundaries and the pakameters necessary for the estimation
of seismicity of the volume source. VOLSIN then generates a set of roughly
cubic elements, which may further be divided so that they are small enough,
depending on the hypocentral distances to the site. As in DSIN, the seis-
micity is divided among the elements in proportion to the volume of each
subelement. As pointed out earlier, this is only an approximate procedure
for volume source representation and the procedure used here is only accep-
table if the site is far enough. A criteria is set in the program which
will automatically stop the program if the site is "too close" to the

volume source.

5.3.10 COMPR
Subroutine COMPR is called by subroutines PSIN, LSIN, DSIN, DIPSIN
and VOLSIN. Each time the seismicity is calculated and assigned to each

of the source subelements of different source types, subroutine COMPR is
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called to compress the seismicity and distance arrays so that all the

points of equal distances are consolidated.

5.3.11 COMP2
Subroutine COMP2 1is called by the MAIN program to compress the seis-
micity and distance arrays to eliminate any distances that have no sejs-

micity.

5.3.12 PPROB

Subroutine PPROB is called by the MAIN program to compute the ratio
Yij = nij/N(Mj) defined in Section 4.3 for the calculation of probability
of exceedance P+[S(w)] under the assumption that the number of earthquakes

N(Mj) is known (literal assumption).

5.3.13 MMIPR

Subroutine MMIPR 1is called by the MAIN program for the case of using
the intensity (MMI) scaling functions to compute the intensity (MMI) at
the site for a given magnitude and epicentral distance. An intensity

attenuation scaling function for both eastern and western U.S. are available.

5.3.14 MMSTD

Subroutine MMSTD is called by the MAIN program for the case of using
the intensity (MMI) scaling functions. It computes and prints the expec-
ted number of occurrances of each Modified Mercalli Intensity (MMI) at the
site. The calculation is based on the attenuation function model developed

by Anderson (1979b).
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5.3.15 SUMI

Subroutine SUM1 is called by the MAIN program. Given a value of
period, PER(L), and a spectral amplitude, SP(K), SUM1 performs the summa-
tion i from 1 to I over all source elements and the summation j from 1 to
J over all earthquake sizes of a}jE(nij) to get NE(SP(K)), the expected
number of times that spectral amplitude SP(K) of period PER(L) will be
exceeded at the site. The spectral amplitude assumed in the subroutine
is the Fourier spectral amplitudes, FS, scaled in terms of magnitude,
representative source-to-station distance and local site geology (Trifunac

and Lee, 1985b).

5.3.16 SUM2

Subroutine SUM2 is called by the MAIN program. As in SUMI, given a
value of period, PER(L), and a spectral amplitude SP(K), SUM2 performs
the summation of qijE(”ij
is pseudo relative velocity spectral amplitude, PSV, scaled in terms of

) to get NE(SP(K)). The spectral amplitude assumed

magnitude, representative source-to-station distance and local site

geology (Trifunac and Lee, 1985c).

5.3.17 SUM3
Subroutine SUM3 is called by the MAIN program. As in SUM1 and SUMZ2,
given a value of period, PER(L), and a spectral amplitude, SP(K), SUM3

performs the summation of ﬁng(n ) to get NE(SP(K)). The spectral ampli-

iJ
tude assumed is Fourier spectral amplitude, FS, scaled in terms of Modified
Mercalli Intensity (MMI) and local site geology (using Trifunac and Lee,

1985b).
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5.3.18 SuM4
Subroutine SUM4 is called by the MAIN program. As in SUM1, SUM2 and
SUM3, given a value of period, PER(L), and a spectral amplitude, SP(K),

SUM4 performs the summation of aij(ni ) to get NE(SP(K)). The spectral

J
amplitude assumed is pseudo relative velocity response spectral amplitude, PSV,
scaled in terms of Modified Mercalli Intensity (MMI) and local site geology

(Trifunac and Lee, 1985c).

5.3.19 INTPRM

Subroutine INTPRM is called by the MAIN program. Having calculated
the Poisson probability of exceedance for N spectral amplitudes at a par-
ticular period, INTPRM is called to interpolate the Poisson probabilities
at intermediate amplitudes to result in 4 times as many points. INTPRM
uses a finite impulse response (FIR) nonrecursive interpolation filter

designed by Oetken et al (1975).

5.3.20 SMOOTH

Subroutine SMOOTH is called by the MAIN program. Having interpolated
the Poisson probability of exceedance from N points to 4(N-1)+1 points,
SMOOTH 1is called to smooth the interpolated data using the 1/4, 1/2, 1/4

weights. This is repeated several times.

5.3.21 SOFP

Subroutine SOFP is called by the MAIN program. It is called to con-
struct a uniform risk spectra. For a given probability level, and for
each discrete frequency w, it calculates the spectral amplitude S(w) that
has the given probability that it will be exceeded. The probability versus
spectral amplitudes S(w) data to be‘used are the smoothed, interpolated

set of data just calculated.
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5.3.22 DUONE

Subroutine DUONE is called by the MAIN program. It is called to
calculate the probability density function from the Poisson probability
of exceedance. It uses a higher order differentiation formula derived

from the smooth Tow-pass filter used in data processing of strong-motion

accelerograms.

5.3.23 OUTPUT

Subroutine OUTPUT is called by the MAIN program. It prints out on a
file the input site and model information, spectral information and seis-
micity information. For the logarithm of spectral amplitudes from-5to+5, it
prints out NE[S(w)], in the form of the logarithm of expected number of excee-
dances. In the same amplitude range, it prints out the probability of
exceedances, the probability density function, and finally, the uniform
risk spectra versus periods at a specified set of probability levels. It
also plots out the expected number of exceedances versus periods and
spectral amplitudes, the probabilities of exceedances, the probability
density functions, both versus periods and spectral amplitudes,and finally

the uniform risk spectra.

This completes the brief outline of the flow chart of the "NEQRISK"

computer program.



5.4 Listing of Sample Inputs
5.4.1 Listing of Input Part 1
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skt b bR b bbb R R R o b o R oA o s o o e o oo o o o R o o e o o o o o o b
DIRECTORY UDD: EGRTSR: WORKING : PEARISH

SITES. DAT THT  A2-JUL-35 S04z 30 b §

**:kt’k***:{:*****##*************1'k=§‘~*2{#*******:«#‘M************#‘#****************:ﬁ*******

C T B IR I T T e A I 4 1.

17 3 24, 16099

= 34

L e
an}
oy el
faxs

1
2 8 2z 17 1881 LA YICINITY @1
.3 [ @ 35 8 2 @ 1 8. a5 €. =
@3 8. e @a. »azs [ s 1 e @, a1
B 988159

]

[ ]

0z
8. BRasg 8. BenzEs

i
R

fax}
it

Input 1.1



5.4.2 Listing of Input Part 2
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:+:=+:>k:+c**:+::4<$=+::+::k=vl~':+::+::i~':+::k:+::4<:-k:+=:+:‘+=:+:*:#:+::+~':§::+::-k:«:kw::+'-:+:'ak:4«'=+::k:id:#:«:#:#:«l»::f:*bl-:#:4—:'4»:*:#'4»:*:«:«R*:+=:+::+::+=:*::i'=*Hﬂ:ﬁ*****:«'«k*m**

DIRECTORY UDD: EQRTSK : WORK MG PERRTSE

SFEC. DAT UDF 1z-Jul-35 Sodd 2 17EE4

7+::k*l-k:#***:ﬁ***ﬂ'ﬁk********:‘R*******4@******#:#*1#='k*1+=**:+=$*'4-1******:i-:‘-i»:******:#1+=*1#=1<=+€$1+¢**=#***$:4\'

||l
12FPER

FREGUENCY DEPEMDENT ATTENUATION FUNCTION

CBdE L aes | 11 A . Eg SHE LR
AER~Z, 1741, 230-~1, S16-1. 1,818 - 338 - ¥l
BEM ER. 2T ZDOE8 23051 29 65 29 78 29 87 30 91 36
B8 1L 2 WESTERN USR
LERMU 1015 4. 48 L T8 2. 84 229 2 42 2 56
RSG @ 3 8. =z @ = 8. = 7 N4 8.3 B. 3
B8 2 2 EARSTERN USA
1ZREMU 118 1. 54 1,98 223 2. .53 279 I o4 3.
REG @ = 8 = &3 8.3 % 8 3 @ = 8.
1883 F5 AMFLITUDE MAG-SITE MODEL
12FER . 848 | asS B .19 .24 1 .B8 188 288 4. .40 TS50 14 66
A~ 208 - @13 | 222 433 | E18 | VeE | B2 . 883 263 Tiz2 184 - 3EE
= B4l 842 B33 - Bez - 857 - 884 ~ 182 - 118 - 132 - 121 - 086 50 s
C SBEe L 8ld - 8582 - 216 - 283 - 329 - 284 - 22X - 191 - 201 -~ 183 - 844
D=1 731 6512 2B7-2. J65-3. 844~4. I24-5 100-5, 4275, I9%-4. 741-2. 324 pat= 1)
E - 830 - 852 - @72 - @85 - 8934 - 898 - 183 - 197 - 169 - 182 - DB53 . 912
ML - B85 - a8l | eBz | a8z - 691 - 983 - 904 - Pe4 - BE3 - 983 - DA2 - BE1
ST A7 L 4El 438 482 28T | 351 | ZSL 188 488 | 3as | E58 3321
218 9 P35V .60 DAMPING MRAG-~SITE MODEL
12PER . 948 | as5 R .13 . 34 e B8 L 88 2 RB 4. 48 7.5@ 14 00
A S8 - 82 avn | 271 515 866 | BET 1. 818 4. 893 L 847 | 712 -~ 6583
R - 2ad . 084 - DAT - @48 - 832 - 118 - 137 - 148 - 160 - 154 — 141 — @73
Coo-8ve - 015 | BaZ - 826 - 892 - 136 - 166 - 139 -~ 187 - 184 - 163 - @77
N =1, B863~1, 518-1. FE8-2 526-3, 543-4. 206~5, B958-5, &34-5, BEE-5 S51-4. I71-1. 912
Fo— 841 — 845 - @53 - @58 - B84 — 854 - 168 - 119 - 129 - 129 - 118 - 054
ALF 1. 247 1 252 1. 220 1. 241 1. 298 1. 290 1. 268 1. 166 1. 211 1. 539 2. 225 3. 085
BET 4. 828 1. 886 1. 985 1. 087 1. Go9 [ 1614 4813 33T 7V | 432 | 198
N 16 18 18 18 16 18 16 18 =l & 2 2
2 2 B3 PRV B2 DAMPING MAG-SITE MODEL
12FER . 848 | ass - .19 .24 . 58 B8 188 288 448 7S50 14 00
A LBB2 L \Bs 423 358 . 5PF L e98 | BRR 374 1881 L a5z | FEE . 69
B - 813 - 884 | 888 - 025 - P63 - 693 ~ 115 ~ 131 ~ 150 - 158 - 138 - 875
Co= B8B83 - @855 - B33 - 848 - 188 - 146 ~ 171 - 145 - 113 - 146 - 115 - @37
D=1, 715-1. 622-1. 3¥Z-2. §15-3. 737-4. 3515 062-5. 6095, 842-5. S529-4, S50-2. 423
E - 841 - 843 - B53 - 836 - 934 - 180 — 198% - 118 - 129 — 132 - 115 - 855
ALF 1. 214 10 228 4. 281 1. 239 4. 263 1. 299 4. 2687 1,185 1. 220 4. 542 2. 271 % 289
BET 1. 825 1. 887 1. 907 1. 983 4. 682 1. 800 1. 045 1. 822 936 | FE7P . 482 =08
N 18 1@ 18 18 18 1 18 18 9 ) 3z 2
2 289 PIY 85 DAMPING MAG-STTE MODEL
1LZ2FER . 848 | ash .11 .13 .34 T .38 1. E8 2. 88 4 .48 7. 58 14 @8
A 814 . 813 134 26T D88 693 802 586 1. 813 A4 82 | 813 2R
B - 821 - 883 - 887 - BZE - BET - B85 - 185 - 121 - 142 - 151 - 135 - @7
C - 181 - 863 - A%1L - @53 - 164 - 144 - 178 - 154 - 148 - 142 - 118 - 182
D=1, 811~1. P31-2 @¥28-2. 313-2 304-4 427-5 920-5. 453-5 674-5. 526-4, 7543 115
E - 040 - 942 - @83 - @82 - @498 - 183 - 187 - 144 - 125 - 1321 - 128 - 030
ALP 1. 316 1. 358 1. 313 1. 263 1. 267 1. 292 1. V6 1. 187 1. 2435 1. 986 2. 327 I 282
BET 1. 826 1. 887 1. 682 1. 410 1. B2 1. 801 1. 817 1. 823 2326 | 768 | 434 el o
N ia ia 19 18 ia 16 16 1.8 3 & 3z 2
24 83 PSY 18 DAMPING MAG-STTE MODEL
12FER . 848 865 L1 .13 .34 .50 .98 1L.éa 2 .89 4 .48 7. 58 14 a8
A . @55 829 4326 | 3RS5 O 5F3 L EV4 O TEY L8788 1. 9.z 1. az29 264 418
B - @27 - 816 - 912 - 028 - B85l - 0280 - 188 - 117 - 148 - 158 - 1325 - 675
C =183 - 876 - B593 - BES - 188 - 1446 - 182 - 163 - 127 - 1147 - 123 - 118

Input 2.1



fv -1

i

/8

. 9E4-4,

STd-1. 4134, BEE-D. 475 ET4-5 BT~ 5547,

E - 843 - I A2 - 18RS - 113 2E - AER - 124 -
ALF 1 F13 . K 31288 CETE 1L 158 £ 18I 2 O3TEe X
BET 1. @78 A I R I N 7 CELE L B2 s TEE 437

N 16 5 16 18 19 168 : 3 & z

25 89 PIY 20 DAMPING  MAG-SITE
12FPER B4 Bes B .13 .24 .. 28 48 758 14 08

H SA2E L asz 185 43 837 . .82 =T X FWE L BEE | EL2

B - 831 - 822 - 818 - 939 - 658 -. T DESE L1483 - A3 - @7z

Coo- B9E - 684 - O7E - @31 - 111 - 2 - CAES - Sl o148 - 135

D -2 218-2 116-2 3I8%-2 938-3. 922-4. 354-4. 864-5, 297-5. S57-5. S11-5, 61 7-32 992

E - 943 - 653 - @4 - 8688 - @94 - 098 - 181 - 110 - 123 — 131 - 126 — 101
ALP 1. 285 1. 363 1. 348 1. 383 1. 286 1. 293 1. 2732 4. 228 1. 321 1. 67 2 398 I 204
BET 1. 826 1. 083 1. 963 1 @186 1. 063 1. 802 1. 813 1. 624 [T L FES g 1%} 249

N 18 18 18 18 18 18 18 18 3 B 2 2

2887 FS AMPLITUDE MMI-SITE MODEL
12PER . 648 | BES 11 .13 . 24 . DB .98 1,88 280 440 7 S0 14 06

A L ls4 209 232 386 3G2 368 365 34V 1B 263 AV8 . 045

B B i N X i BG5S . 813 - 821 - 836 - B4d - @55 - AFI - OEL - @79 | 169

C .831 828 - 830 - 22V - 323 - 334 - 277 - 200 - 157 - 148 - 144 - 143

D=2 118-1. PV4-1 476~1. I97-1. 540-1. £59-1. 7E9-1. S42-1. 225 — 911 - S19 - 961
MU - 88z L 8B2 pee | e8s | 084 | BBZ | BeEsS | GE9 . 910 . BE8 . 602 - 006
T CDES 516 4483 394 3235 405 . 45@ 467 . 439 3197 353 . 399

41 @5 PSY . 08 DAMPING MMI-SITE MODEL
12FER . 848 | 685 L1 .15 .34 1} .38 18R 288 4 .48 TS50 14 05

A CE28 2258 208 205 349 384 ZE2Z ORIV 297 257 209 155

B . 893 . @85 . 880 | @13 - 837 - 857 - 053 - AF8 - 094 - 997 - 88T . a9

Coo- 858 - 824 — 011 - 842 - 196 - 137 - 132 - 889 - A52 - 967 - 990 - 105

D -1 311-1, 855-1. ZD@-1. 318-1. 437-1. S15-1. S18-1. 246-1. B34 - FFI - 593 - &7
ALP 1. 8686 11682 1,123 1. 155 1. 157 1. 127 1. 928 . 945 1. 072 1. 457 2 168 2. 999
BET 1. 867 982 928 339 3384 982 | 998 1. 062 917 . 7S@ . 483 . 203

M 18 18 18 19 ia 1a 18 18 3 5 3 2

4 28 838 PSY . 22 DAMPING MMI-SITE MODEL
12ZPER . 646 | 0835 .11 .19 .24 .59 .28 1. 68 2. .88 4.48 T 50 14 06

A L 287218 2R3 Z92 347 368 U 3IP2 . 348 . 3I9D . 269 228 | 1E7

B .88z . 88T | avi | B36 - 988 - 823 - 044 - O58 - BTS - BT - 059 | 629

C - @85%0 - 962 - 844 - @863 - 118 - 148 - 147 - 165 — B74 - @78 - 104 — 122

D -1, 854-1 625-1. 465-1. 488~-1. 650-1. P44~1. 752-1. SE2—1. 235 - A57 - 745 - 715
ALP 1,141 1. 163 1. 163 1. 188 1. 206 1. 192 1. 167 1. 012 1. 118 1. 498 2. 231 = 139
BET 1. 897 933 989 .99@ .982 . 981 598 1.883 . 916 . 749 432 . zZ84

M 18 19 19 18 18 18 18 18 3 & X 2

4 288 PIY .03 DAMPING MMI-SITE MODEL
1ZPER . 848 | BeS - .19 . 34 . 58 .90 1,88 288 4.48 TS50 14 06

A L2R9 212 236 . 287 341 265 L 2RP2 0353 L3185 U273 . 231 . 17m

E . 888 @31 . 6v0 . 848 | 881 - @17 - 833 - 948 - BY2 - 881 - 855 . 625

T = @35 - avd - @58 - @7E - 123 - 154 - 152 - 117 - 835 - @88 - 115 - 138

D -1, 993-1. £88-1. G38-1. 566~1. T324-1. 824-1. B853-1 &87-1. I72-1. 698 - S84 — 246
ALP 1,177 4. 208 1,194 1. 281 1. 217 1 213 1. 138 1. 946 1. 152 1. 528 2. 275 3. 198
BET 1. 885 | 533 5233 890 232 832 989 1 604 917 749 . 481 | 203

N 1@ 18 18 18 18 1a 1e 18 9 = 3 2

4488 PSVY . 16 DAMPING MMI-SITE MODEL
12PER . 848 | @85 .11 .13 . 34 . oe LR 1 el 2. .80 448 7.58 14 08

A 214 216 239 28% O E3F . ZeB 3T LRS54 32214 287 L2432 195

B . BvE vE L BBD @3 L eaas - 12 - 827 - 843 - 865 - 875 -~ 852 | 628

C - @836 - 032 - @70 - 883 - 128 - 156 - 163 - 127 - 032 - 994 - 122 - 143

D ~1. 958-1. VéB-1. €21-1. 643-1. B3P9-1. 3@6~1. I36~1, 7E4-1. 495-1. 249-1. B4@~1. GO0
ALP 1. 212 1. 236 1. 223 1. 248 4. 232 1. 227 1. 158 1. 873 1. 201 4. 586 2. 309 X 128
BET 1. 8606 .538% 553 331 _3983% 383 1.801 1.88& 17 . 748  475% | 199

N 18 i@ 18 1@ 18 168 18 18 3 6 3 2

4 59 3 PSY .20 DAMPING MMI-SITE MODEL

12PER . 848 | @65 .11 .19 . 24 . o8 .98 1.68 280 4 .48 T.58 14 00
A L 222 224 243 284 332 U354 L ZE4 350 224 L 2%2 L 2%4 211
B L858 . 882 | 953 | AZ¥ | 865 - 818 - 825 - 648 - 8sl - 882 - 448 | 628

Input 2.2



79

Co- @89 - BR3 - 881 - @93 - 131 - 155 -
B -2 BE7-1. 856-1. 735-1. TSE-1. 9@F-1 991-37
ALF 1. 253 1. 280 1. 265 1. 248 1. 258 1. 246 1.
BET 1. 905 . 53@ . 991 . 992 . 984 95T 1
M 1w 48 18 18 46 1;
5688 FS AMPLTIUDE MAG-DEFTH MODEL
12FER . @40 . GES .44 .45 . 34 5@
A - 228 614 3251 .43z . 545 | 554
E . A18 . 614 @12 @17 . B33 . e4S
CLEPT L BET -~ B8 - 219 - IO8 - 25 -
D -1 481-1. F14-2. 241-2. 967-3. 7244, 1644,
E - B34 - 856 - B7Y6 - BSE6 - 985 - 959 -
MU - PB4 A8 | BB | BE2 - G0l - BOT -
ST 473 . 482 438 401 . 364 351
£ 18 9 PSY . B3 DAMPING MAG-DEPTH MODEL.
12FER . @4B . @85 44 .43 .24 =@
A - B21 - 918 878 . 237 . 488 565
B 639 .830 . 827 635 852 . 663
C - 876 - 924 - 902 - @29 - 698 - 138 -
Do~1. 588-1. 465-1. 747-2. 470-3. 245-3. 577 -4
E - @841 - 0845 ~ 054 - G66 - @076 - @82 -
ALF 1,258 1. 255 1. 224 1. 212 1. 258 1 297 1.
BET 1. 827 1. @35 1. DOE 1. BGO7 1. 008 . 558 1
N 18 18 18 18 18 1@
528 9 PSY .02 DAMPING MAG-DEPTH MODEL.
12PER . @48 . @55 .11 19 .34 . 5@
A - @36 - a@3 | 121 331 . 497 . 555
B .@39 .83Z . 628 034 @47 . as5s5
C - 184 - @51 - B37 - 849 - @97 - 134 -
D -1 £3B-1. 571-1. 954-2 7HE-3. 645-4. BEF—4
E - 848 - 945 — DE4 - @79 - B89 - @94 -
ALFP 1. 216 1. 334 1. 299 1. 252 1. 279 1. 316 1.
BET 1. 827 1. 993 1. 089S 1. 018 1. 982 . 999 1
N 18 18 18 18 18 18
€ 28 % PSY .85 DAMPING MAG-DEPTH MODEL.
12PER . @48 . 065 .11 .19 .34 . 5B
A - 840 - @83 . 431 | 344 . S17 . 571
B .@42 @37 . 032 . @634 . 944 . @S2
C - 161 - 872 - 954 - 862 - 193 - 148 -
D -1 657-1. 672-2 DEB-2. 889-3. 7S50-4. 154—4
E - 038 - 843 - 965 - @82 - 092 - 94 -
ALF 1. 320 1. 366 1. 324 1. 273 1. 282 1. 315 1
FET 1. @828 1. 993 1. 698 1. 610 1. 883 1. 608 1.
N 19 18 1@ 18 19 1@
£ 4 @ % PSY .19 DAMPING MAG-DEPTH MODEL
12FER . @48 . @65 .11 .19 .34 .50
A .BB7 616 . 128 . 334 . S88 . 558
B .B43 .@33 B33 035 044 . @52
C - 185 - 880 - BE2 - V67 - 167 - 144 -
D -1. 867-1. BR9-2 160~2. D66-3. 795-4. 171-4
E - 041 - D43 — 9564 - 081 - 692 - @94 -
ALP 1. 226 1. 382 1. 356 1. 382 1. 296 1. 318 1.
BET 1.028 1. 823 1 009 1. 811 1. 983 1. 091 1.
N 10 18 18 48 18 19
65 @9 PSY .20 DAMPING MAG-DEPTH MODEL. -
12FER . @48 . 865 .14 .19 .34 .58
A .@92 863 4136 315 . 472 . S520
B .@46 @42 038 @39 . 046 . 0653
C - 994 - B35 - B78 - 882 - 110 - 139 -
D -2 151-2. B44-2. 322-3. B35-3I BO3-4. 150-4
E - 948 - 052 - B63 - 079 - B89 - A%1 -
ALP 1.3@7 1. 377 1. 368 1. 225 1. 312 1. 321 1.
PET 1.928 1. 910 1. 910 1. 811 1. 083 1. ABGL 1.

Input 2.3

1668 - 134 — 1@1 ~ @93 - 124 - 150
BLG-1, 871 -1, fld—1 Z85-1. 244-1. 171
PR 414 1 2V 4L B2 20399 3148
BE 1. B8RS s 4D ATV 185
18 18 @ &= 3 =
S0 180 228 4 48 756 14 0@
S8 | FTE4 ri8 w43 adE - 333
Bex | agz a5z Loik= N i T S
EET - 219 - 186 - 214 - 18E - 650
FEE~G 187~9. 1414, 477-2. 855 ket
B32 - @95 - 838 -~ 699 - g%2 a1
BEAE — 864 - 884 - G4 - B98I - o0
25z 56 3567 238 L 3E8 28
P8 188 288 4. .48 750 14 08
=555 S =1 233 747407 - 2T
L BavE | ass a37 @ss | ava B4e
153 ~ 125 - 188 - 168 - 121 - A%
82750, 205-5. 341-4. I24-3. §93-1. 4472
BIL - 161 - 188 - 165 - 086 - a3
296 1. 235 4. 2BV 1. 6FI 2 372 3. Z16
813 1. 818 | 335 THY . 482 1597
1@ 18 9 5 2 2
.98 160 280 4. .49 T.S50 14 08
B3B8 TE8 3852 780 . 478 - @97
CBEE L @av3 883 | a5 | 683 . a5l
168 ~ 135 - 11480 -~ 115 - 127 - 162
632-5. 186-5. 480-5. B46~3. 951-2. DEE
894 - 102 - 112 - 118 - 8932 - 652
31T 1253 1 3240 1. 625 2. 441 I IFVT
8914 1. 813 335 V6V 482 197
16 18 3 & 3 2
.38 168 2.88 4 .49 7.58 14 9@
L8288 728 . 887 | Féd 538 a3z
B85 L avs | asn | 831 a5a K
168 - 143 - 144 - 117 - 4131 - 113
RES-5. BII-0. 296-5. Bz6-4. 167-2. T2
A%34 - 161 - 183 - 116 - 837 - BES
F21 04263 10258 1. 731 2 520 3526
814 18138 | 334 | 7e7 434 pedl
1e 18 ] S 2 2
.98 1 8B 2.88 4. .49 7S50 1408
B -1 S 1 B~ I -9+ 581 241
. B84 B7E | 887 623 | avs a43
175 - 153 - 122 - 124 - 1328 - 132
685-0. B47-5. 265-5. B44-4. I36-3. 229
as4 - 166 - 189 - 111 - 182 - @79
312 1. 258 4. 376 1. 772 2. 573 X 553
1% 1. 818 | 8922 | 7eR 436 218
18 19 3 & 2 2
.98 1.68 280 4. 4@ 7. 58 14 899
L B85 L E3Y T332 . 7E9 &16 22
L.BEZ L @av4 | 887 | asi 881 B3
i7a - 15¢ - 128 - 120 - 131 - 158
528-4. 306-5. 144-5. 0Z&6~-4. 5113, 575
691 - @%6 - 186 - 1411 - 185 - 885
307 1277 4.432 1,848 2. 646 2 £12
Bl6 1. 813 | 933 | V67 oe 218



M 16 18 18 1@ 16 18 16 1.6 3 &
BB Y OFR AMPLITUDE  MMI-DEPTH MODEL
1EFER B4 | Ges 15 . 33 88 4 48
A LABR o3 LRBE 249
B - BEE - 824 - ] o
o B =T S © e el V7T - A7
[ =1, 293~ a57-1. 2 I5V-1. 831
MU~ a8z 15 % A ] AT @z VEIE BES | o0&
=T . DEE SaE 458 2Rz ITR 433 481 | ZeS
518 8 PEY 28 DAMPING MMI-DEPT
L2FER 843 | 0ss S Lig 4 1. 88 288 4 46
A . 2RE 2210257V 297 3E2 315 283 248
B - 827 - B23 - 069 17 0 AP v L™ @36 | 857 S Ee)
C - 88l - 823 ~ 215 —- B45 - 103 - . B93 - @82 - @z
D =1, P15-1. 484~1, 278-1. 284~1. 435 1. 434-1. 287 -~ 333
ALFP 4. 861 1. 838 1. 125 1. 167 1. 194 1 .. A55 1. 2143 1. 585
EET 1. baes 287 . 338 991 S84 B 1 L L R =
M 18 ia 18 18 13 18 14 18 k] &
2 2838 PSY .62 DAMPING MMI-DEPTH MODEL
12PER . 848 | 885 44 .18 .24 . 5a .38 1.68 2.8 4 489
A LERE L 21F 241 289 I 248 . 347 IR . 294 sl
B~ 823 - @26 - G20 .80l | 63T | 854 | 6ave | 085 . 999 a8s
L - B33 - @68 — 248 - @67 - 122 - 152 - 153 - 117 - 893 - 099
D =1 PEE-1. 548-1. I9Z-1. 441-1. ER0—1. F26~-1. 7H6-1. E30-1. I8I-1. 142
ALP 1. 135 1199 1. 1463 1. 192 1. 236 1. 241 1. 183 1. 121 1. 267 1. 53
BET 1. 866 388 . 583 899 59533 981 9398 1. 0684 318 . 751
N 16 18 1a 1a 18 19 18 18 a 5
2288 PSY . 85 DAMPING MMI-DEFTH MODEL
12FER 848 | ags I .13 .24 . 6 .58 1. 68 228 4. 48
H CE13E L E15 0 238 283 328 . 344 347 3233205 . 2TL
B - 824 - 825 - 913 @986 G631 959 671 6883 .u83 . 685
C =181 - 688 - 954 - AF7 ~ 126 - 155 - 163 - 1324 - 112 - 116
D -1 824~-1. 687-1. 456~1. 513~1. £34-1. 738-1. 3451, F46-1. S21~1. 226~
ALF 1. 478 1.14594 1. 486 1. 262 1. 243 1. 264 1. 247 1. 152 1. 295 1. 688
BET 1. 883 5388  98% 5353 232 . 5981 999 1.685 913 | 7S50
M ia 18 18 1a 1@ 19 18 14 ] S
S48 8 P5Y .16 DAMPING MMI-DEPTH MODEL
1ZFER . 840 | 085 .11 .13 .24 . 58 .38 186 2868 4 49
A 243 218 233 281 324 348 45 O 3I3T . 3@R . 27
B - 829 - 823 - 817 - 881 | 027 045 | B83 | 6082 0986 . 9283
o= 182 - a8y - avs - 886 - 129 - 157 - 185 - 137 -
[ -1, 882~1. £82~-1. 551-1. 597-1. 763~1. 8691, 921-1. 838-1.,
ALP 1 211 4,231 4,213 1. 216 1. 256 1. 276 1. 244 1195 1.
BET 1. 884 3838 3989 991 382 . 982 1.8900 1. 686 . 915 . 749
N 18 18 14 16 l1la i@ 16 18 3 )
25823 PSY .20 DAMPING MMI-DEPTH MODEL
12FER | 84 | as3 .11 .19 . 34 . 58 .58 1.6 2.88 4 48
H LEIE 228 245 0288 319 335 343X 331 . 3A8 | 282
Bo- 822 - 824 - 318 ~- 988 | B27 . B43 | BER | 87F3 L Bvs . ars
Co— 182 - @33 - @885 - @835 - 132 - 157 - 168 - 143 - 147 - 147
[ =1, 3e8-1. ¥31-1. &é73-1. 788~1. 862~1. 356—2. B84-~1. I20~1. FIS5-1. 558~
ALP 1. 251 1. 277 1. 259 1. 259@ 1. 277 1. 299 1. 254 1. 220 1. 234 1. 787
BET 1. 884 388 2393 | 331 | 953 | 962 1,000 1. 6806 | 918 | 748
N 1@ 19 1@ 18 1a 19 14 18 3 )

80

Input 2.4

id

-}

P B
SR I L d

1

[N V) B )

-

o

B L Bt I I
DR AT DA

LSRR O L S RS I S

s 1)
. 353
CdEs

3 2

3

Bl

[ 39
. 223

-
e

L 135
1. 648
2 413 243

428 188
3 2

14, aa
. 168
. B4l

145

B7E

il

-

V. 5e
L2258
. ava

14, g
. 185
. B43

114 - 147 - 135 - 158
B34-1. 417-1. 190-1. Q23
241 1. 725 2425 F 231

47?182

3 2
¥. 08 14 96
. 245 199
L BEg | D4z
—- 148 - 161
1. BE5-1. 205
2,458 2198
B T S R~ ]

3z 2



5.4.3 Listing of Input Part 3

81



82

w%****%*%*%%*%*****%*%%*%*%**%%%*%*****%****%****%*%****%%%**%*******%%%%*****%*

DIRECTORY :UDDIEGRISK:WORKING:PEGRISK

FSIN.DAT THT 12-JUL-B5 8:46:.56 1638

******%%**%****%*******%%****%%%*%*%%**%*%*%***%*****%***%**%%%*%****%%*%%%*****

0 2 1 0 8
$ 0 2 311 SIERRA MADRE - CUCAMONGA FAULT ZONE
3.1482 0.86 Z2.73 7.3 3.8 24.0 2 2
23 0.1 1.
118.480 34.281 WEST END - 1971 BREAK
118.420 34.283 CENTER, 1971 BREAK

118.294 34.266 EAST END., 1871 BREAK
118.128 34.183 ALTADENA

118.000 34.158 RAYMOND FAULT
117.910 34.144 AZUSA
117.844 34.132 GLENDORA

117.735 34.118 CLAREMONT
117.643 34.163 ALTA LOMA
117.488 34.165 RIALTO-COLTON FAULT

117.425 34.196 SAN JACINTO FAULT -~ EAST END
3 0 2 517 SAN ANDREAS FAULT - CAJON PASS TO SAN LUIS OBISPO

4.4660 0.86 2.73 8.5 7.9 25.0 2 2
.23 0.1 1.

117.482 34.277 CAJON JCT.

117.627 34.345 WRIGHTWQOOD

117.844 34.438 VALLERMO

118.285 34.612 LEONA VALLEY

118.713 34.759 SANDBERG

118.946 34.818 FRAZIER PARK

119.008 34.816 BIG PINE FLT. JCT

119.251 34.871 BIG BEND

119.364 34.911 BIG BEND

119.443 34.963 RT. 166 & 33

119.6875 35.136 S0UTH CARRIZO PLAIN

119.8853 35.329 HWY. 58

120.296 35.718 CHOLAME

120.337 35.806

120.424 35.889 PARKFIELD

121.248 36.647 "ABOQVE S"

121.533 36.843 SAN JUAN BAUTISTA - S.END, 1906

4 0 2 0 Z TRANSVERSE RANGES

0.0 9.6 2.8 .84 0.25 0.073 0.022 L0064
0.0 Q.0 Q.0 0.0 2 2
.25 0.1 1.

33.0 121.0 117.3

35.5 121.0 117.5

Input 3.1
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5.5 Listing of Printer Output
The following is a sample of a listing of the output data file from

running "NEQRISK": RISK.OQUTPUT.DAT. The data file consists of 5 parts:

(1) Listing of input site and model parameters, spectral data and
seismicity information, as read in respectively from input data files
"SITES.DAT," "SPEC.DAT" and "FSIN.DAT," which were listed in the previous
Section 5.4.

(2) Listing of the output data, NE[S(w)], the expected number of
exceedances on logarithmic scale, as a function of periods and spectral
amplitudes. The discrete periods range from .04 sec. to about 2 sec.,
while the spectral amplitudes, in the form of 1og]O[S(w)], range from
-5.00 to +5.00 in steps of .2.

(3) Listing of the output data, P[S(w)], the probability of exceed-
ing S(w) at the site, again as a function of periods and spectral ampli-

tudes in the same range.

(4) Listing of the output data dP[S(w)/S(w), the probability

density function in the same range of periods and spectram amplitudes.

(5) Listing of the output uniform risk spectrum, which gives the
1og]O[S(w)] amplitudes in the same period range for a discrete set

of probability levels.

Alternatively, the user can choose to have NEQRISK output only the
the expected M.M.I. values, to be exceeded at specified probability
levels. In such a case, only part (1) followed by a listing of such

M.M.I. values will be the output data.
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b b TR L R R R e R T e L L o ] bt R o o o o s s s e s o o o o o b o e o o s b s e e R o e e o o bt o s o e b s s s e e
DIRECTORY UDD: EQRISE  MORK ING : PEOR T SE

RISK_OUTFUT. AT TaT  12-JU-85  18.30:.088 4553

e b ok b o b o sk ook R b ek o s o e
THE FREBUENCY DEPEMDENT SEISMIC RISK
e b ke s ke b e s ke s R R R b e R b o e

THIS PROGRAM WAS ORTGINALLY DEVELOPED BY J. 5. ANDERSOMN & M. 0. TRIFLMAD,
SUBSEGUENTLY IT WAS UPDRATED BY V. W LEE & M. 0. TRIFUNAC.
AND CLURRENTLY RUNMING OW ADS ECLIPSE S-138

COMTROL. PARAMETERS
MTY MRS MAL. ILTL IPPL IMRAC MEL  IFFC LSSUP  IDLL IDLZ  IDLE  ISTP

& z 1 ] 11 @ & 5] (% 1 11 1 %)
SEE PROGRAM LISTING FOR EXPLAMATIOM
YRS = 1. aBe
THFUT SEISMICITY RATES ARE MULTIFLIED BY YRS FOR RISK CRLCULATIONS
1ZFER 848 885 | 118 198 | 348 SER | 300 1. S99 2. 500 4. 480 7. S6814. 006
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12FER 848 @55 118 156 | 340 . S688 | 960 1. 569 2 309 4. 499 7. So01d4. Don
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BALF 1. 228 1 268 1. ZR4 1 273 1 252 1. 3215 10 321 1 283 358 4. TI1 2529 3 OS85
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TN
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SETSMICITY INFPUT BY MOMENT RATE <“PER YEAR>, B, MMAX
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6. CASE STUDIES AND AN APPLICATION
6.1 Introduction: Models I, II, III and IV

To study the selected properties of the proposed uniform risk spectra,
the spectral amplitudes at six sites were calculated. Fig. 6.1.1 is a map
showing the coordinates of the six sites and the two faults. The seismic
sources consist of two line faults and of a diffused region. The first
line fault is the Sierra Madre-Cucamonga fault of about 100 km in length.
The second 1line fault is a portion of the San Andreas fault from Cajon
Pass to the vicinity of San Luis Obispo. The diffused region is a rec-
tangular region running from 117° 30' W to 121° W and from 33° N to 35°
30" N. For a detailed description of the seismicity of the faults and of
the diffused region, the reader is referred to the data file "SEISMIC.INPUT"
presented in Section 5.4. The six sites 1ie in a North-South direction
through the center of the Sierra Madre-Cucamonga fault at distances of
roughly 10, 25, 50, 100, 150 and 200 km south of the fault. Table 6.1.1
gives the coordinates of the locations of the six sites.

Four models of seismic risk have been studied. Model I is the original
model of seismic risk (Anderson and Trifunac, 1977). It uses the original
scaling functions for scaling Fourier and pseudo relative velocity spectra
as was done in the original program "EQRISK." Thé original (old) scaling
functions use the Richter's attenuation function. Model II uses the same
(o1d) scaling functions but includes in the calculation the uncertainties
in the estimation of seismicity and of maximum allowed earthquake sizes.
Model III uses the new frequency dependent attenuation functions which
replace the old Richter's attenuation functions in the scaling of Fourier
and response spectral amplitudes. Like Model I, Model III does not include
uncertainties in estimation of seismicity in the ca]cu1ations. Finally,

Model IV uses new frequency attenuation functions and includes in the
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Table 6.1.1
SITE # LATITUDE (N) LONGITUDE (W)
1 34.1° 117.9°
2 34.0° 117.9°
3 33.8° 117.9°
4 33.367° 117.9°
5 32.95° 117.9°
6 32.50° 117.9°
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Table 6.1.2

Scaling Functions

OLD
OLD
NEW
NEW

Includes
Uncertainties
Seismicity

NO
YES
NO
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calculations the uncertainties in the estimation of seismicity and of
maximum allowed earthquake sizes. Table 6.1.2 is a summary of these

characteristics of the four models.

6.2 Seismic Risk Spectra at 6 Sites

Figures 6.2.1 through Figure 6.2.4 show the seismic risk spectra of
the four models at the six sites. Each figure gives the expected pseudo
relative velocity amplitudes PSV(T), at 8 periods T between .04 sec. and
2 sec., that will be exceeded at the 6 sites for the given probability
levels of P = 0.1, 0.5 and 0.9. Each curve in the figure is associated
with the corresponding site number (1 to 6) it represents. Thus the top
six solid curves represent the PSV amplitudes that will be exceeded at
the six sites with the probability level of P = 0.1. The next six dashed
curves in the middle correspond to the corresponding amplitudes at P = 0.5.
The bottom six solid curves correspond to P = 0.9.

Sites #1 through #6 are at 10, 25, 50, 100, 150 and 200 km from the
nearest fault, the Sierra Madre-Cucamonga fault. A1l four models show
that, at the same probability level, the expected PSV amplitudes are of
decreasing amplitudes from site #1 down to site #6. The PSV amplitudes in
all four figures are presented to periods of only up to 2 seconds, because
for periods longer than 2 seconds, the PSV amplitudes may be distorted by

noise, especially at Tow probability levels of exceedance.

6.3 Comparison of Different Models

It is interesting to compare the results of the different models at
various sites. Figure 6.3.1 shows a comparison of the PSV spectra at
site #1 for 5 probability levels P = 0.1, 0.2, 0.35, 0.5 and 0.9. The

five dashed Tines correspond to the PSV amplitudes (for p = 0.1 to 0.9}
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at the five probability levels for Model I, while the five solid lines
correspond to those for Model II. Both Models I and II use the old sca]ihg
functions with Richter's attenuation function and the old database. The
Model II differs from Model I in that Model II includes the uncertainties
in the estimation of seismicity and of maximum allowed earthquake size in
the calculation of the risk spectra. Figure 6.3.1 shows that for each of
the five probability levels shown, the estimated PSV levels from Model I

are higher than those from Model II in the entire period range. Figure 6.3.2
shows the same comparison of the two models but at site #6. The PSV spectra
from Model I again are higher than the corresponding spectra from Model II,
but this time to a smaller degree.

These two figures might lead one to conclude that, by including the
uncertainties in the estimation of seismicity and in maximum allowed earth-
quake size into the calculation of risk spectra, the resulting amplitudes
(Model II) at each level of probability may actually be Tower than the
corresponding spectra (Model I) computed without consideration of such
uncertainties. Also the two figures might suggest that the differences
may be Targer for sites closer to the fault (site #1) than those further

away (site #6).

6.4 An Application

The following example is presented to illustrate the properties of the
proposed model in a realistic practical setting. As in Anderson and Trifunac
(1977), an application is made to evaluate the seismic risk for a site on
the north coast of Puerto Rico, a site which has been studied by Kelleher
et al. (1973), and by Der-Kiureghian and Ang (1975). To allow for compar-
ison of the present model with that presented in Anderson and Trifunac (1977),

the seismicity of the area will be described using the data available then
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to Der-Kiureghian and Ang (1975), rather than obtaining a more current
listing of events and their epicenters. The data used consists of a list

of all events in the magnitude range from 3.0 to 8.5 that are known to have
occurred in the area between 1915 and 1971. The area is within the rectangle
bounded by Tatitudes 17°N to 21°N and longitudes 63°W to 70°W.

On the basis of the available events and using additional information
in Kelleher et al. (1973), four models of the region have been constructed,
each describing the seismicity to be expected in the region in the next 50
years. These four models, labeled A, B, C and D, are reconstructed here
following Trifunac and Anderson (1977), where the models have been described
independently by four experts, each describing the seismicity they expected
in the same region during the next 50 years. The models are shown in
Figure 6.4.1 and are identical to those in Figure 2.1.4 of Anderson and
Trifunac (1977). The following is a brief summary of how the four models

have been constructed:

Model A assumes that the seismicity during the next 50 years will
essentially be the same as that which has occurred in the past. The map is
divided into five zones: I, II, III, IV and V. Zones I through IV are
subregions while zone V is the whole region (17° to 21°N, 63° to 70°W)
overlapping with the four subregions. The overall seismicity is first
assigned to the whole region (zoﬁe V), and additional seismicity is then
assigned to the four subregions (zones I, II, III and IV). The seismicity
in each zone 1is scaled to account for the differences in the time periods
for which the data is available and the period for which the risk is to be
estimated (50 years). This model will not consider the incomplete coverage

of small earthquakes for much of the historical record.
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Seismicity in the vicinity of Puerto Rico, as given by

Der-Kiureghian and Ang (1975), and 4 models to describe

this seismicity.
as shown in the upper left.

The boundary of all 6 maps is the same
The map at the upper Teft

shows the epicenters of major earthquakes since 1915;
the map at the upper right shows events with magnitude
greater than 4% which occurred between 1964 and 1971.
The estimated seismicity rates in each zone of the

4 models (A,B,C,D) are in Table 6.4-1.

These zones are

the projections of the dipping planar source region for
Models are for the site shown by a

the risk estimates.
solid triangle.
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Model B assumes that the major seismic activity in the next 50 years
will continue to occur where the major activity of the past was recorded.
The map is divided into three zones: I, II and III. Zones I and II are
subregions while zone III is again the whole region. As in Model A, the
overall seismicityis first assigned to the whole region (zone III), and
additional seismicity is then assigned to the two subregions (zones I
and II). This model emphasizes the data on smaller events as recorded in

recent years.

Model C assumes that the entire seismic activity is associated with
an active plate margin, and makes no differentiation between the western
portion which has a history of lTarge events and the eastern portion which
does not have that history. There is thus only one uniform zone for the

whole region.

Model D consists of two zones: zone I for the western region and
zone II for the eastern region. It assumes that because, as Kelleher
et al. (1975) point out, the eastern region (zone IV) has not had any
large historic earthquakes, that this portion of the plate margin must be
considered a more likely candidate for a large earthquake in the future.
The western region (zone I) was assigned the seismicity which is Tower
than the historic rates on the assumption that some of the strains there
were already relieved by the past events, and would take some time to
accumulate to a triggering level again.

The estimated seismicities in each zone of the four models (A,B,C and D)
are given in Table 6.4-1. These models will be used to calculate the uni-

form risk spectra at a site shown in Figure 6.4.1.
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In calculating the uniform risk spectra for the site, variations of

each of the these models have been considered:

Variation 1 assigns each of the zones of each model to be a diffuse
region on the surface. To allow for comparison of the present model with the
previous ones, the length of rupture is not included here as in Anderson and
Trifunac (1977). This means that each event will be assumed to have rupture
length zero, or equivalent, each event is assumed to be a point source,

with equal probability of occurring anywhere within the specified zone.

Variation 2 assigns each of the zones of each model to be a diffuse
region on a plane dipping south from the northern edge of the region at an
angle of 35 degrees. This variation is probably more realistic in describing
the geometry of the seismic zone. In the old model of "EQRISK," as was
pointed out in Anderson and Trifunac (1977), an approximate extension of
the model for attenuation was made for this case. This was done by replac-
ing the epicentral distance with the hypocentral distance. It was emphasized
then that this is an approximation. In the present new model of "NEQRISK,"
as we noted in Section 3.2, a frequency dependent attenuation function,
Att(A,M,T) is employed and a new function A = A(S,H,R), (equation 3.2.2),
known as the "representative distance" from the earthquake source of size S,
at depth H and epicentral distance R from the recording site is used.

Figures 6.4.2 and 6.4.3 show uniform risk spectra for the seismicity
models for variations 1 and 2, calculated using the old "EQRISK" program.
Figures 6.4.4 and 6.4.5 present the uniform risk spectra for the same seis-
micity models but for variations 1 and 2 calculated using the new "NEQRISK"
program, with the new frequency dependent attenuation function Ztt(A,M,T)

and the new "representative" source-to-station distance A.
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Several observations can be made about the spectra in the four figures
6.4.2 through 6.4.5. First, in the spectra for the old scaling with the
"EQRISK" program (Figures 6.4.2 and 6.4.3), the differences between the
spectral amplitudes resulting from cases A-D for a given probability Tevel
are considerably greater for the diffuse source, Variation 1, than for the
dipping plane source, Variation 2. This is due to the fact that the large
events, which contribute most to the spectral amplitudes, are in a wider
distance range when they are placed on the surface (Variation 1) than when:
they are placedon the dipping plane (Variation 2). Similar observations can
be made about the spectra in Figure 6.4.4 and 6.4.5, for the same seismicity
models, for Variations 1 and 2, but calculated by the new "NEQRISK” program.

In using the old attenuation function, it is noted that Model A
is depleted in spectral amplitudes of intermediate and high frequencies
relative to the other three models (Figures 6.4.2 and 6.4.3), in particular
for Variation 1. This is because Model A assumes a small number of small
events close to the site. In using the new frequency dependent attenuation
function, the similar observation can be made about Model A (Figures 6.4.4
and 6.4.5). It is also noted that Model B has large amplitudes in the high
frequency range beyond 10 Hz, when compared to the amplitudes of Models A,

C and D. Model B is unique, compared with other models, in that the expected
number of small events in the region close to the site 13 substantially
higher for this than for‘a11 other models (Table 6.4-1). The new attenua-
tion function «(A,M,T) attenuates faster than the Richter's attenuation
function in the distance range below 50 to 100 km and for high frequencies.
This results in Model B having risk spectra with higher amplitudes in that

period range and from small nearby earthquakes.
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Finally, a variation of Model D is considered. Recall that for this it
is assumed that since its eastern region (region II) did not have any large
historic earthquakes, that that portion of the plate margin might be considered
as a more Tikely candidate for a large earthquake in the future. One possible
example is to assume then that the expected number of earthquakes in this
eastern region (region II) will be literal, while leaving the expected
earthquake occurrence rates of the western region (region I) to be Possionian.
Figure 6.4.6 shows the uniform risk spectra for this model at the 10, 50 and
90% probability levels of exceedance. The solid Tines represent the risk
spectra with the seismicity in the eastern region assumed to be literal
while the dashed Tines represent the assumption that all the seismicity in

all the regions (I and II) is Poissonian.
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